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vs. mass m Case I. δ = 1, c = 0 and v = 10 (red circles) and Case

II. δ = 2, c = 1, α = 1.5 and v = 15 (magenta squares); ρ = 10 and

L = 2000 in both the cases. Points - simulations, thick lines - gamma

distributions (Eq. 2.1). 37

Figure 2.2 Pair-factorized steady state: Single-site mass distribution P1(m) vs.

mass m for ρ, L = 2000, δ = 1, c = 0. Red circles - simulation, blue

dotted line - gamma distribution with η = 2 and v = 1. 38

Figure 2.3 Mass chipping models: Single site mass distribution P1(m) [panel

(a)], subsystem mass distributions Pv(m) [panels (b)] vs. mass m with

λ = 1/2 and p = 0 (red squares), 0.8 (magenta triangles) and 1 (blue

circles). Points - simulations, thick lines - gamma distributions (Eq.

2.1) for panel (a): ρ = 1, v = 1 and L = 1000 and panel (b): ρ = 1,

v = 10 and L = 1000. 40

Figure 2.4 Wealth distribution models: Single site mass distribution P1(m) [panel

(a)], subsystem mass distribution Pv(m) [panel (b)] vs. mass m with

λ = 0.3 (red squares), 0.5 (magenta triangles) and 0.7 (blue circles).

Points - simulations, thick lines - gamma distributions (Eq. 2.1), for

panel (a): ρ = 1, v = 1 and L = 1000 and panel (b): ρ = 1, v = 5 and

L = 1000. 43

Figure 3.1 Schematic representation: “Equilibration” of two steady state systems

in contact. Intensive thermodynamic variables µ1(t) and µ2(t), chem-

ical potentials of systems 1 and 2 at time t, eventually equalize in the

steady state, µ1(t = ∞) = µ2(t = ∞). The size of the contact region

v1/d, v the volume of the contact region in d dimension, is much larger

than the individual correlation length ξα. 48
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Figure 3.2 "Equilibration" of steady states of two pair factorized models in con-

tact: In (a)-(b), chemical potentials µ1(t) and µ2(t) of systems 1 (red

solid) and 2 (blue dotted) vs. rescaled time u0t. µ1 and µ2, initially

chosen to be different, eventually equalize. Densities (ρ1, ρ2) in the fi-

nal steady states are respectively (3.60, 5.40) in (a), (3.57, 5.43) in (b).

In all cases, p(ε) = pb(ε) = exp(−ε), u0 = 0.1 and v = 10. 57

Figure 3.3 "Equilibration" of steady states of two mass exchange models in con-

tact: In (a)-(b), chemical potentials µ1(t) and µ2(t) of systems 1 (red

solid) and 2 (blue dotted) vs. rescaled time u0t. µ1 and µ2, initially

chosen to be different, eventually equalize. Densities (ρ1, ρ2) in the

final steady states are respectively (5.31, 2.69) in (a), (5.32, 2.68) in (b).

In all cases, p(ε) = pb(ε) = exp(−ε), u0 = 0.1 and v = 1. 58

Figure 3.4 "Equilibration" of steady states of one pair factorized and one mass

exchange model in contact: chemical potentials µ1(t) and µ2(t) of sys-

tems 1 (PFSS, red solid) and 2 (MEM, blue dotted) vs. rescaled time

u0t. µ1 and µ2, initially chosen to be different, eventually equalize.

Densities (ρ1, ρ2) in the final steady states are (3.32, 6.68). In all cases,

p(ε) = pb(ε) = exp(−ε), u0 = 0.1 and v = 10 59

Figure 4.1 Two-point spatial correlation function C(r) is plotted as a function of

distance r for different particle density ρ� ρc. In top left panel: DLG-

PFSS, in top right panel: Manna-FES, in center left panel: Variant -I of

Manna-FES, and in center right panel: Variant - II of Manna-FES, in

bottom panel: Manna-FES with height restriction. 73

Figure 4.2 The scaled variance σ2
v /v = σ2 is plotted as a function of mass den-

sity ρ. In top panel, for (i) DLG-PFSS, L = 5000, v = 20, points -

simulations, solid line - exact computation of scaled variance from

Eq. 4.6 and 4.7 (ii) Manna-FES, L = 1000, v = 10, (iii) Variant - I

of Manna-FES, L = 1000, v = 10, and (iv) Variant - II of Manna-

FES, L = 1000, v = 10; points with solid line - simulations. Red

solid line : ρ2. In bottom panel, for Manna-FES with height restric-

tion, L = 1000, v = 10, Points with solid line - simulations, green solid

line : (ρ− ρc)(2.0− ρ) 80

Figure 4.3 DLG-PFSS : The subsystem mass distribution Pv(m) is plotted as a

function of subsystem mass m for L = 5000, v = 20 and different

mass density ρ. Left panel: the solid lines represent Eq. 2.13; right

panel: the solid lines represent Eq. 2.13 after incorporating a correction

term 83
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Figure 4.4 Manna - FES: The subsystem mass distribution Pv(m) is plotted as

a function of subsystem mass m for L = 1000, v = 10 and different

mass density ρ. Left panel: the solid lines represent Eq. 2.13; right

panel: the solid lines represent Eq. 2.13 after incorporating a correction

term 83

Figure 4.5 Variant - I of Manna-FES: The subsystem mass distribution Pv(m) is

plotted against subsystem mass m for L = 1000, v = 10 and differ-

ent mass density ρ.Left panel: the solid lines represent Eq. 2.13, right

panel: the solid lines represent Eq. 2.13 after incorporating a correc-

tion term. 84

Figure 4.6 Variant - II of Manna-FES: The subsystem mass distribution Pv(m) is

plotted against subsystem mass m for L = 1000, v = 10 and different

mass density ρ. Left panel: the solid lines represent Eq. 2.13, right

panel: the solid lines represent Eq. 2.13 after incorporating a correction

term. 84

Figure 4.7 Manna-FES with height restriction: The subsystem mass distribution

Pv(m) is plotted against subsystem mass m for L = 1000, v = 10 and

different mass density ρ; the green solid lines represent Eq. 2.13, the

yellow solid line represents corresponding Poisson or Gaussian distri-

butions. 86

Figure 4.8 Chemical potentials µ(ρ) =
∫ ρ

ρ0
a′(ρ)/a(ρ)dρ [red circles; integrating

inverse of rhs of Eq. 4.48] and µ(ρ) =
∫ ρ
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1/σ2(ρ)dρ [magenta squares;

integrating inverse of lhs of Eq. 4.48] are plotted as a function of

density ρ. Inset: Scaled variance σ2(ρ) vs. (ρ − ρc), is plotted (ma-

genta circles) where red line [theory, scaling relation (i)] represents

σ2 = (ρ− ρc)/β, with ρc ≈ 0.95 and β ≈ 0.42 [84]. 92

Figure 4.9 Chemical potentials µ(ρ) =
∫ ρ

ρ0
D(ρ)/χ(ρ)dρ, with D(ρ) = du(1)/dρ

and χ(ρ) = u(2)(ρ), and µ(ρ) =
∫ ρ
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1
I N T R O D U C T I O N

1.1 equilibrium systems and additivity property

Equilibrium systems are characterized by time-stationary state where net energy or particle

current is zero. A system is said to be in mechanical equilibrium if there is no net force acting on

it and, similarly, in thermal equilibrium if temperature throughout the system is uniform and

takes the same value as that of a surrounding or an environment (also called heat bath or heat

reservoir). Likewise, a system is said to be in chemical equilibrium if its chemical composition

is also the same throughout the system. Thus, when a system is in mechanical, thermal

and chemical equilibrium simultaneously, it is called thermodynamic equilibrium. Classical

theory of thermodynamics deals with macroscopic properties of various states of matter in

equilibrium systems, which consist of large degrees of freedom corresponding to the discrete

microscopic constituents. On the other hand, the task of statistical mechanics is to provide a

framework in terms of microscopic principles, i.e., in terms of properties of the microscopic

constituents, where fluctuations can characterized and the laws of classical thermodynamics

could be derived.

According to classical thermodynamics, a finite set of thermodynamic variables charac-

terize equilibrium state of a system. There are two types of such variables as following. (i)

Extensive thermodynamic variables: These variables are proportional to the volume of the

system, e.g., number of particles N, internal energy E and various thermodynamic potentials

such as entropy S and free energy F. (ii) Intensive thermodynamic variables: These variables

do not depend on the system size, rather depend on densities; temperature T, chemical

potential µ, pressure P are examples of such variables. When two systems are put in con-

tact so that they can exchange conserved quantities such as energy, particle or volume and

eventually equilibrate to achieve a time-translational invariant state (called steady state), the

intensive variables of the individual systems equalize and attain the same value throughout

the combined system. Intensive variables are usually functions of energy density and/or

number density.
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For example, let us consider a gas of molecules. The system is described by the positions

and momenta of the constituent molecules. A complete specification of configuration or

phase space of the system C ≡ {xi, pi}, where i is particle index, could be given by specify-

ing positions and momenta of all particles. System can evolve through collision, from one

configuration or phase space point to another. The statistical description of the system could

then be provided in terms of the probability P(C, t) of a configuration C at time t. When a

system reaches equilibrium, probability Peq(C) of the equilibrium configuration becomes sta-

tionary or time independent, i.e., Peq(C) = limt→∞ P(C, t). If the system is kept isolated (no

exchange of energy of particles with environment), all configurations are equally probable,

i.e,

Peq(C) =
1
Ω

, (1.1)

where Ω is total number of configurations having a constant energy value. This distribution

is known as microcanonical distribution. Now, if the system is allowed to exchange energy

with a heat reservoir keeping the average energy of itself fixed, the probability of a certain

configuration C is given by Boltzmann distribution

Peq(C) =
exp[−βE(C)]

Z
, (1.2)

where β is inverse temperature of the heat bath/environment and Z = ∑C exp[−βE(C)]

is normalisation constant called the canonical partition function of the equilibrium system.

thus, this is the canonical description of the system. The canonical or Helmholtz free energy

of the system is defined as F(β, N, V) = −β ln(Z) and is a function of inverse temperature β,

number of particles N and volume V of the system. Similarly, if this system is also allowed

to exchange particle with the environment keeping the average number of particles fixed,

the probability of a configuration is given by

Peq(C) =
exp[−βE(C) + βµN]

Z , (1.3)

where µ is chemical potential and Z is grandcanonical partition function. This description

is called grandcanonical description of the system. The grandcanonical free energy is written

in terms of the partition function as G(β, µ, V) = −β ln(Z) and is a function of inverse

temperature β, chemical potential µ and volume V.

A remarkable feature of systems in equilibrium is additivity property (or simply addi-

tivity), which is satisfied irrespective of the details of interactions among the microscopic

constituents in the system, provided the interactions are short-ranged. Additivity, a tenet of

equilibrium thermodynamics, states that, if a system is divided into many subsystems, total
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free energy (or entropy for an isolated system) of the system is sum of the free energies of

the individual subsystems. For example, consider a system, kept at temperature T, which is

divided into two subsystems with masses M1 and M2. Due to exchange of masses between

the two subsystems, the subsystem masses M1 and M2 are fluctuating variables, however

with total mass M = M1 + M2 being conserved. Then total free energy of the system can be

written as F(M) = F1(M1) + F2(M2). In other words, the joint probability distribution of the

subsystem masses M1 and M2 can be approximately written in a factorized form,

P(M1, M2) '
e−βF1(M1)e−βF2(M2)

Z
δ (M1 + M2 −M) , (1.4)

where Z = exp(−βF) is normalization constant or the partition sum. Consequently, macrostate,

or the most probable state, of the system can be obtained by minimizing total free en-

ergy function F with respect to M1 (or equivalently, M2) along with the constraint M =

M1 + M2 = constant. The minimization leads to the following equality,

µ1 ≡
∂F(M1)

∂M1
=

∂F(M2)

∂M2
≡ µ2, (1.5)

which implies that the macrostate of the system is characterized by the condition that chem-

ical potentials µ1 and µ2 of the two subsystems must equalize.

Therefore, additivity property leads to equalization of intensive thermodynamic variables

such as the above mentioned chemical potential µ (corresponding to exchange of particles

or mass between subsystems) or temperature T (corresponding to energy exchange) and

pressure P (corresponding to volume fluctuation), etc. Another consequence of additivity is

fluctuation response relation (FR), which relates the fluctuation of the average subsystem

mass (〈m〉), to the response due to change in chemical potential µ,

d〈m〉
dµ

= σ2
v = 〈m2〉 − 〈m〉2, (1.6)

or in terms of density ρ = 〈m〉/v,

dρ

dµ
= σ2, (1.7)

where σ2 = limv→∞ σ2
v /v is the scaled variance and v is the subsystem size.

Closest counterpart to equilibrium system are those having a nonequilibrium steady state

(NESS), which are characterized by a finite steady flux of particle or energy. These systems

acquire energy or particle from an external source and dissipate on average, an equal amount

of it to the surroundings, thereby maintaining a steady state with a constant mean energy

or particle flow. Now, the surroundings or environment has infinite degrees of freedom and
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it is impossible to have the knowledge of detailed microscopic description of the environ-

ment. Thus the environment/bath is completely stochastic in nature and the dynamics of

the system under consideration becomes solely random and probabilistic due to the contact

with this stochastic bath. The system now cannot be described by Newtonian Dynamics. We

need a stochastic setup to model this kind of systems preserving the dynamics, because, the

dynamics is important to determine the steady state of the system. In this thesis, we are go-

ing to focus on nonequilibrium systems which evolve obeying markovian dynamics, which

is simplest to analyze and could be efficiently simulated in computers. In the next section,

Markov process is briefly introduced.

1.2 markov process

A random number or stochastic variable is an object X defined by a set of possible values,

which is called "Range" or "Set of States" or "Sample Space" or "Phase Space". This set may be

discrete or continuous, e.g., head or tail of coin tossing problem, one velocity component of

a Brownian particle ranging from (−∞→ +∞). A probability distribution can be associated

over this set.

Markov Property: A stochastic process has the Markov property if the conditional probabil-

ity distribution of future states of the process, given the present state and the past, depends

only on the present state, i.e. the past is irrelevant as it does not matter how the current state

is reached. Let us consider a system having configurations X(t) at time t = t0, t1, t2, · · · tn,.

The time evolution of this system is Markovian if

P[(X(tn+1) = in+1|X(tn) = in, · · · , X(t0) = i0] = P[X(tn+1) = in+1|X(tn) = in] (1.8)

Markov Chain: The discrete time Markov process is called Markov chain. Let Xn stands

for the state of the system at time t = n. The configuration space of the system is denoted

by C. The probability that the system is in the configuration C at time n is Pn(Xn = C).

The Markov property helps to define the transition probability from one configuration C to

another configuration C′ as W(C → C′) = P(Xn = C′|Xn−1 = C).

Master Equation: The time evolution of a system obeying stochastic Markovian dynamics

can be expressed by master equation. Markov chain is governed by a discrete time master

equation as

Pn+1(C) = ∑
C′

W(C′ → C)Pn(C′) ∀C′ ∈ C, ∀n. (1.9)
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The solution of this equation gives the probability of a certain configuration C at time n. We

can span Pn in a finite dimensional vector space having basis vectors |C〉 as

|Pn〉 = ∑
C

Pn(C)|C〉. (1.10)

The transition probabilities W(CC′) form a matrix which is called transition matrix. The

matrix is given by

W = ∑
C,C′

W(C′ → C)|C〉〈C′|, (1.11)

where 〈C′| forms the basis of the dual vector space. The bases |C〉 and 〈C′| satisfy a scalar

product relation as 〈C′|C〉 = δC,C′ . The elements of the W matrix satisfy the following relation

∑
C′

W(C → C′) = 1, ∀C′ ∈ C. (1.12)

Then, as a direct consequence of the master equation in Eq. 1.9, we can write the time

evolution equation in an iterative form as

|Pn+1〉 = W|Pn〉, (1.13)

which implies the following

|Pn+1〉 = Wn|P0〉. (1.14)

When the system reaches steady state at t → ∞, the steady state probability vector does not

change anymore. So, Eq. 1.13 is written as

|Pst〉 = W|Pst〉. (1.15)

Thus |Pst〉 turns out to be the eigenvector of W matrix with eigenvalue 1. For systems, which

perform a discrete time Markovian dynamics, the steady state distribution can be deter-

mined by looking at the normalized eigenvector corresponding to the largest eigenvalue of

W matrix, which is always 1. The real part of other eigenvalues are lesser than 1 so that, the

eigenvectors corresponding to those eigenvalues cannot represent the steady state probabil-

ity vector of the system.
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For continuous time dynamics, the master equation is given by

∂|P(C, t)〉
∂t

= ∑
C′ 6=C

[WC′C|P(C′, t)〉 −WCC′ |P(C, t)〉] (1.16)

= W|P(C, t)〉. (1.17)

In this case, the elements of the W matrix obey the following relation

W(C → C) = − ∑
C′,C′ 6=C

W(C → C′). (1.18)

The steady state of the system is given by the eigenvector corresponding to the largest eigen-

value 0 of matrix W.

Detailed Balance: Before proceeding to our next discussion, we take simple notation for

|P(C)〉 as P(C).

For equilibrium systems, probability of a configuration is time independent and probabil-

ity current between the elements of every pair of configurations vanishes. So, Eq. 1.16 gives

us

WC′→CP(C′)−WC→C′P(C) = 0 for any pair of C and C′. (1.19)

Eq. 1.19 is called Detailed Balance condition which is valid only for equilibrium systems. From,

Eq. 1.19, we have

P(C)
P(C′)

=
WC′→C

WC→C′
= exp

[
−β{E(C)− E(C′)}

]
, (1.20)

where exp[−βE(C)] is the Gibbs Boltzmann factor for equilibrium probability distribution of

a configuration C and E(C) is the confirgurational energy of the same. Thus, the transition

rate between the configurations C and C′ can be written in terms of equilibrium probability

distributions of the corresponding configurations. The necessary and sufficient condition to

check the validity of detailed balance in an arbitrary stochastic system without using the

steady state probability distributions is Kolmogorov loop criterion. For a cycle of n > 2

configurations C1 → C2 → C3, · · · ,→ Cn → Cn, provided detailed balance in Eq. 1.19 is

satisfied, we can write the following,

P(C1) =
W(C2 → C1)

W(C1 → C2)
P(C2, )

=
W(C2 → C1)W(C3 → C2)

W(C1 → C2)W(C2 → C3)
· · ·W(C1 → Cn)

W(Cn → C1)
P(C1).

(1.21)
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Hence, as an implication of the above equation, we have

W(C1 → C2)W(C2 → C3) · · ·W(Cn → C1) = W(C2 → C1)W(C3 → C2) · · ·W(C1 → Cn).

(1.22)

Conversely, if the equality in the Eq. 1.22 is valid for every cycle, then detailed balance will

be satisfied and the system will be in equilibrium. The Kolmogorov loop criterion is the

implication of time reversibility in the equilibrium systems.

On the contrary, for nonequilibrium steady state systems, though probability of a con-

figuration is time independent, probability current between the elements of every pair of

configurations is not zero and the time reversibility is violated. So, detailed balance is not

satisfied. The steady state is governed by

∑
C′

WC′→CP(C′)−WC→C′P(C) = 0, (1.23)

where each term in the summation does not vanish. In this case, the solution of the steady

state distribution is nontrivial and is not given by the equilibrium Boltzmann-Gibbs distribu-

tion. Thus it becomes difficult to calculate the macroscopic observables even at steady states.

So, what are the large scale spatial structures in these nonequilibrium steady state systems?

Is it possible to have a statistical mechanics framework to characterize the large-scale in the

steady state?

In this thesis, to address these questions and investigate the steady state properties of

nonequilibrium steady state systems, we explore a broad class of paradigmatic models hav-

ing a nonequilibrium steady state. These model systems consist of interacting microscopic

constituents, called particles or masses in general. These systems are collectively called mass

transport processes in literature. Varieties of system in nature involve microscopic dynamics

of fragmentation, diffusion and coalescence of masses, e.g., in clouds [1], fluids condensing

on cold surfaces [2], suspensions of colloid-particles [3], polymer gels [4], etc. These systems

have different nonequilibrium steady states as underlying dynamics are widely varied. To

study the statistical properties of these natural processes, physicists have introduced sev-

eral conserved discrete and continuous mass transport processes on discrete and continuous

spatial dimensions with discrete, continuous or mixed update rules [5–14]. These models

are easy to define in terms of simple dynamical rules, but contain interesting rich physical

structure. In the next section, we briefly introduce some of these models and describe their

general structure and common features.
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1.3 conserved-mass transport processes in one dimension

1.3.1 Force fluctuation in granular bead packs:

To study structure and properties of granular material when external force is applied on it,

Liu et al. [15, 16] proposed a theoretical model of regular two dimensional lattice systems

where each site contains a bead of unit mass. The ith site of layer D is connected to N sites in

layer D + 1. The beads support the beads of upper layers. A random fraction qij of the total

weight w(D, i) supported by ith particle in layer D is transmitted to jth particle in the next

layer D + 1. Thus, w(D, i), satisfies a stochastic equation

w(D + 1, j) = 1 + ∑
i

qij(D)w(D, i), (1.24)

where the random fraction qijs are identical random variables with the force balancing con-

straint ∑j qij = 1. For uniform f (qij), the probability of realizing a given set of q’s at each site

i could be well approximated by a factorized distribution function of the form

P(qi1, · · · , qiN) = ∏
j

f (qij)δ(∑
j

qij − 1). (1.25)

In this case, under mean field approximation, the probability distribution of scaled force

v = w/D for large values of D is shown to be

P(v) =
NN

(N − 1)!
vN−1 exp(−Nv). (1.26)

Authors also showed that, under mean field approximation, for any generic continuous den-

sity function of q, P(v) ∝ vN−1 exp(−Nv) as v → ∞ and P(v) ∝ vN−1 as v → 0. The mean

field theory turns out to be exact for uniform f (q). This force fluctuation model is later

mapped on to asymmetric mass transfer model for discrete time dynamics by Krug and

Garcia [7] and Rajesh and Majumdar [8]. The interesting point is, the granular bead pack

system definitely has finite spatial correlations, which is neglected in these studies. Thus

there remain open issues to be addressed.

1.3.2 Asymmetric interacting particle system

J. Krug and J. Garcia [7] studied discrete particle systems on a continuous line keeping total

particle number conserved. This model on continuous space appears in applications to traffic

systems in cities [17, 18]. Let us consider N particles distributed randomly on continuous

one dimensional space of length L. The configuration is denoted by the position xi of the ith
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particle C : {xi} where i = 1, 2, · · ·N. A particle i jumps to its right direction to a position

xi + δi, where δi < (xi+1 − xi) with a jump rate γ. The gap between two particles is denoted

as (xi+1− xi) = ui and the configuration space could be written in terms of this gap variable

ui. So, δi is a random fraction of the gap ui and has some distribution function

fi(δi) = u−1
i φ

(
δi

ui

)
. (1.27)

The jump rate γ could be a function of the gap variable ui, i.e. γ = γ(ui). Taking φ(y)

as a uniform distribution and the jump rate γ(u) = u, the model describes Hammersley

process where the distribution of particle position is shown to be a Poisson distribution for

continuous time dynamics. In their work, authors considered jump rate γ = 1, which is

independent of the gap variable ui and jump length distribution as Eq. 1.27. The dynamics

is governed by

x′i = yxi + (1− y)xi, (1.28)

where y ∈ [0, 1] and is drawn from the distribution φ(y). This model is called as Asymmetric

Random Average Processes (ARAP).

Continuous time dynamics: For continuous time dynamics, for any form of φ(y), the two-

point correlation function of gap variables 〈uiuj〉 factorizes at steady state and the variance

in gap variable is given by

σ2(u) = 〈u2〉 − 〈u〉2 =
µ2

ρ2(µ1 − µ2)
, (1.29)

where ρ is particle density and µn is the nth moment of the distribution φ(y). For uniform

φ(y) and 〈ui〉 = 1, assuming the pairwise independence of the gap variable ui, the moments

of the gap variables are calculated and it is shown that the probability distribution of the

gap variable P(u) is a gamma distribution

Pη(u) =
ηη

Γ(η)
uη−1 exp(−ηu), (1.30)

where η = 1/2 for continuous time dynamics.

Discrete time dynamics: The discrete time dynamics of ARAP is given by

ui(t + 1) = ui(t)− δi(t) + δi+1(t), (1.31)
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where δi = yiui. y is a random variable having a distribution φ(y). For any form of φ(y), the

two-point correlation function of gap variables 〈uiuj〉 again factorizes at steady state and the

variance in gap variable is given by

σ2(u) = 〈u2〉 − 〈u〉2 =
µ2 − µ2

1
ρ2(µ1 − µ2)

, (1.32)

where ρ is particle density and µn is the moments of the distribution φ(y). For uniform φ(y)

and 〈ui〉 = 1, assuming the pairwise independence of the gap variable ui, the moments of

the gap variables are calculated and it is shown that the probability distribution of the gap

variable P(u) is a gamma distribution as in Eq. 1.30, where η = 2 for discrete time dynamics.

Later, in the year 2002, F. Zielen and A. Schadschneider [12] revisited ARAP having con-

tinuous mass vaiables mi on a periodic lattice with L sites with parallel dynamics. They

studied this model varying the fraction density φ(y). As a result, they found a class of den-

sity function which yield product measure steady state for ARAP. They calculated P(m),

the probability distribution of single site mass m exactly, which turns out to be a gamma

distribution. In addition, it was found that mean field ansatz works extremely well for this

class of φ(y). They showed that even if product measure does not hold at steady state, mean

field approximation provides a very good approximation for this class of fraction density

function φ(y).

1.3.3 Conserved - mass transport models and particle systems in one dimension

Rajesh and Majumdar [8] introduced a mass transport model on a discrete lattice system of

size L with periodic boundary conditions. At each site i, there resides mass variable mi ≥
0. mi could be discrete or continuous. Total mass M = ∑i mi remains conserved. Average

single site mass is given by ρ = M/L. At each time step, a random fraction yi of mass mi

is chosen and transferred to its nearest neighbor with probability p. If the mass transfer

occurs in one preferred direction then the system is called asymmetric system. In symmetric

mass transport systems, the random fraction of the mass will transfer to any one of the two

neighbors with probability 1/2.

Asymmetric mass transfer: The limit p = 1 corresponds to discrete time dynamics and is

governed by the equation

mi(t + 1) = yi−1mi−1(t) + (1− yi)mi(t). (1.33)

This is the same model as studied by Coppersmith et al. to study force fluctuation in bead

packs as previously mentioned. In this work, Rajesh and Majumdar proved rigorously that
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steady state joint mass distribution factorises exactly, which means all n point correlations

are zero (n ≥ 2). The single site mass distribution is given by

P(m) =
4m
ρ2 exp

(
−2m

ρ

)
. (1.34)

For p < 1, it is shown that steady state joint mass distribution does not factorise exactly. In

this case, for p = 0 limit, which corresponds to continuous time dynamics, P(m) is calculated

under mean field approximation as

P(m) =
1√

2πρm
exp

(
− m

2ρ

)
. (1.35)

Remarkably it is in very good agreement with numerical results. For aribitrary p, it remains

difficult to calculate P(m) in closed form, but asymptotic behaviors of the distribution was

obtained by authors correctly for p = 0 and p = 1 case. For p→ 0, authors reproduced the re-

sult reported by Krug et. al. [7] for two-point spatial correlation function C(r) = 〈m(0)m(r)〉
and found C(r) = ρ2 for r > 0.

Symmetric mass transfer: In symmetric mass transfer, the dynamics is governed by the fol-

lowing equation,

mi(t + 1) = (1− yi)mi(t) +
1 + si−1

2
yi−1mi−1(t) +

1 + si+1

2
yi+1mi+1(t), (1.36)

where yi is a random variable having a distribution φ(y) = (1− p)δ(y) + p and si can be

either +1 or −1 with probability 1/2. In this model, it is shown that product measure is

exact when p = 0 limit (continuous time dynamics) is reached. Using mean field approxi-

mation, P(m) is calculated and it is given by Eq. 1.35. Otherwise, for arbitrary p > 0, steady

state joint mass distribution is not factorized. P(m) calculated under mean field calculation

is significantly different from that obtained from numerical simulation. Two point spatial cor-

relation function was also calculated in this case. At p = 0 limit, C(r) = ρ2 but for arbitrary

p > 0, symmetric model has nontrivial spatial structure.

For discrete mass variable and asymmetric particle transfer, under mean field approxi-

mation, particle distribution P(m) was calculated for random sequential limit and parallel

limit. In this discrete mass model also, mean field approximation seems to be exact only for

random sequential case.

1.3.4 Conserved-mass models with stickiness and chipping

S. Bandyopadhyay and P. K. Mohanty [14] in their way to characterize mass transport models

where steady state joint mass distribution is not factorized, introduced stickiness parameter λ
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to the mass transfer models studied by Rajesh and Majumdar [8]. Their model is defined on

a discrete lattice system of size L and total mass M on a periodic boundary. Sites contain a

non negative continuous mass variable which can evolve asymmetrically or symmetrically

depending on the dynamics.

In asymmetric mass transfer case, called as Asymmetric Sticky Chipping Model (ASCM),

λ fraction of mass mi sticks to the site i and (1− λ) fraction of mass is chipped off. Then,

a random fraction yi of that chipped of mass (1− λ)mi is transferred to the right nearest

neighbor and rest comes back to the departing site i. For λ = 0, this model boils down to

the asymmetric mass trasfer model studied by Rajesh and Majumdar in [8]. In symmetric

mass transfer, called as Symmetric Sticky Chipping Model (SSCM), λ fraction of mass mi

sticks to the site i and (1− λ) fraction of mass is chipped off. A random fraction yi of that

chipped of mass, (1− λ)mi, is transferred to the right nearest neighbor i + 1 and rest goes

to left nearest neighbor i − 1. In their work, Bandyopadhyay and Mohanty showedx that

in the presence of stickiness λ 6= 0, ASCM and SSCM have product measure state neither

for random sequential dynamics nor for parallel dynamics. They used perturbation approach

around λ = 0 to calculate P(m) under mean field approximation and found convincing result

which was numerically verified for ASCM. On the contrary, in case of SSCM parallel update,

their approach to calculate P(m) fails and analytic and numerical results differ significantly

due to the presence of finite spatial correlation.

1.3.5 Wealth Distribution Model:

A large class of models have been proposed in the last few decades to explain realistic

wealth exchange in social sciences [19–21]. These models are defined on a one dimensional

system of L sites having continuous wealth variable mi. Total wealth of the system M remains

conserved. A pair of two agents i and j are randomly selected and allowed to trade between

themselves. Each of them save a fraction λ of their wealth to themselves and rest of the

wealth (1− λ)mk is going to be shuffled. A random fraction y of the total trade off wealth

(1− λ)(mi + mj) goes to one agent and the other (1− y) fraction goes to the other agent.

Though, the steady state joint mass distribution is not known, single site distribution of

wealth has been obtained in this model. For homogeneous system, λ is same for all of the

agents and single agent wealth distribution is described by gamma distribution

Pη(m) =
1

Γ(η)

(
η

〈m〉

)η

mη−1 exp
(
− ηm
〈m〉

)
, (1.37)

where η is a function of λ. For heterogeneous system, where λ ∈ [0, 1] is site dependent

random variable, exponential law is a nice approximation for intermediate m value but for
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large values of m, distribution goes as a power law which is well known Pareto law. The

exponent of the power law depends on the distribution of λ.

1.3.6 Zero Range Process (ZRP)

Zero Range process was first introduced as an example of interacting particle system by

Frank Spitzer [22], which is a very simple model having many physical applications [10]. In

one dimension, ZRP is defined on a lattice of L sites. At each site i, ni number of particles re-

side where ni ≥ 0. A configuration of the system is given by C = {ni} = {n1, n2, n3, · · · , nL}
A single particle jumps from ith site to (i + 1)th site with hop rate u(ni).

Interestingly, though ZRP is a nonequilibrium steady state system, it has its steady state

measure given by an exact factorized form,

P({ni}) = Z−1
L

∏
l=i

w(ni)δ(∑
i

ni − N), (1.38)

where, Z is the normalization constant.

The weight factor w(ni) of site i which is related to the particle hop rate u(ni) as

u(ni) =
w(ni − 1)

w(ni)
. (1.39)

In other way, w(ni) are given by the hop rates as

w(n) =
n

∏
i=1

u(i)−1, (1.40)

for n > 0 and w(0) = 1. The probability that a given site contains n particles is P(n). We can

calculate it fixing the number of particles at the 1st site as n. So, we can write the expression

of P(n) as the following,

P(n) = ∑
n2,n3,··· ,nL

P(n, n2.n3, · · · , nL)δ(
L

∑
i=2

ni − (N − n)) (1.41)

= ∑
n2,n3,··· ,nL

1
ZL,N

w(n)
L

∏
l=2

w(ni)δ(
L

∑
i=2

ni − (N − n))

=
w(n)
ZL,N

∑
n2,n3,··· ,nL

L

∏
l=2

w(ni)δ(
L

∑
i=2

ni − (N − n))

=
w(n)
ZL,N

ZL−1,N−n. (1.42)
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As ZRP has a factorized steady state, all higher order particle particle correlation vanishes.

1.3.7 Driven lattice gases:

S. Katz, J. Lebowitz and H. Spohn introduced a driven lattice gas system [23], which could

be used to model fast ionic conductors, to study the microscopic correlation function in

nonequilibrium steady state. The system is defined on two dimensional lattice system having

L sites on each side. A site i = {ix, iy} could be occupied with atmost one particle. The

occupation variable ηi takes value 1 if the site is occupied otherwise it is 0. The total number

of particles is ∑ ηi = N. The system is driven by an electric field ~E = Ex̂ in x direction and

the energy of a certain configuration C is given by

H(C) = −J ∑
〈i,j〉

ηiηj − E ∑
i

ixηi, (1.43)

where the notation 〈i, j〉 denotes the sum on nearest neighbors. In the absence of the electric

field, the system reaches an equilibrium state having Boltzmann distribution. Particle from

one site i hops to its empty nearest neighbor j following detailed balance condition,

WE=0(C′C)
WE=0(CC′)

= exp
[
−βHE=0(C)− HE=0(C′)

]
, (1.44)

where WE=0(CC′) is the transition rate from configuration C to C′ and β is inverse tempera-

ture of the bath. But, the presence of the electric field creates a macroscopic particle current

flowing in the system and thus the system becomes nonequilibrium in nature. The biased

exchange rates WE(CC′) are expected to obey local detailed balance condition

WE(C′C)
WE(CC′)

= exp
[
−βH(C)− H(C′)

]
. (1.45)

Under such microscopic evolution, the system reaches a steady state where the stationary

distribution is given by P(T,E)
N (C) which is not Boltzmann distribution. The average over the

steady state distribution is denoted as

〈g(C)〉(T,E)
N = ∑

C
g(C)P(T,E)

N (C), (1.46)

where g(C) is an arbitrary macroscopic observable which depends on configuration C. Au-

thors studied the dependence of structure factor, current on the field strength E and found

that a long range order emerges through a phase separation phenomenon while tuning the

interaction strength J, temperature 1/β and electric field strength E.
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Next, we will like to discuss the studies on nonequilibrium thermodynamics, which is a

challenging open question addressed by physicists for the last few decades. In search of a

consistent nonequilibrium thermodynamics, which in turn describes the statistical mechan-

ics, physicists have prescribed operational, analytical and numerical procedures. We will

review their results in short in the next section.

1.4 thermodynamic characterization of nonequilibrium steady state :

To extend equilibrium thermodynamics to the nonequilibrium regime, Jou et. al. [24] pro-

posed an extended irreversible thermodynamics where they attempted to put down a gen-

eralized Gibbs relation applicable to time dependent nonequilibrium systems. On the other

hand Eyink et. al. prescribed hydrodynamics for driven lattice gas systems [25]. In doing

so, they identified separation of length scale and time scale between microscopic variation

and macroscopic variation and with that concept, they defined thermodynamic variables for

the nonequilibrium system under consideration. Then Oono and Paniconi [26] proposed a

phenomenological framework which established the operational concept of extending equi-

librium thermodynamical laws to nonequilibrium steady state systems in general focusing

on the transitions among steady states.

Hatano and Sasa followed Oono and Paniconi’s construction in their work [27], where

they studied Langevin dynamics of a brownian particle having a nonequilibrium steady

state. The steady state probability distribution is written as Ps(x, α), where x is the position

of the brownian particle and α is the set of control parameter. Tuning the control parameter

α within an interval of time t = 0 to t = τ∗, the system is taken from one steady state to

another steady state. Introducing a quantity related to the steady state distribution as

φ(x, α) = − log Ps(x, α), (1.47)

and utilizing Jarzynski-type equality of the form

〈e−βW〉 = e−β∆F, (1.48)

where, β is inverse temperature, W is work done on the system and ∆F is equilibrium free en-

ergy difference, authors derived the second law of thermodynamics for this nonequilibrium

steady state system as

β〈Qex〉+ ∆〈φ〉 ≥ 0. (1.49)
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Here Qex is called excess heat which refers to the change of the system in the state space [26].

If Shannon entropy is identified as

S = −
∫

dxPs(x, α) log Ps(x, α), (1.50)

Eq. 1.49 takes the well known form of second law as

T∆S ≥ −〈Qex〉. (1.51)

They also verified fluctuation relation for this system.

Later, Baiesi et. al. [28] found a generalized fluctuation dissipation theorem (FDT) for

nonequilibrium systems in general. In equilibrium, fluctuation of an observable O is propor-

tional to the response RO recorded due to external perturbations. The response is expressed

by a correlation function of the observable with another variable conjugate to the external

perturbation as

RO(t2 − t1) =
δ〈O(t2)〉

δh(t1)

∣∣∣∣
h=0

= 〈O(t2)V(t1)〉. (1.52)

For nonequilibrium systems, authors identified a correction term to the equilibrium fluctu-

ation dissipation theorem. They related the probability of a trajectory w given a particular

initial state P(w) of an unperturbed system with the probability of the same trajectory start-

ing from the same initial condition when the system is perturbed Ph(w) through a local

detailed balance condition as

Ph(w) = exp[−A(w)]P(w), (1.53)

where A(w) = − ln[Ph(w)/P(w)] is the action. The time asymmetric part S(w) of the action

A(w) is the excess entropy flux from the system to the environment which arises due to the

perturbation. On the other hand, the time symmetric components T(w) denotes the excess in

activity, which quantifies the amount of frenesy in the perturbed process. Ensemble average

of any observable O is written as 〈O(w)〉 = ∑w P(w)O(w) for unperturbed system. For per-

turbed system, the ensemble average of the observable is given by 〈O(w)〉h = ∑w Ph(w)O(w).

Thus, using Eq. 1.53, authors showed that the response due to the perturbation could be ex-

pressed as in the following form

RO(t2 − t1) =
1
2
〈O(t2)V(t1)〉 −

1
2
〈τ(w, t1)O(t2)〉, (1.54)
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where τ(w, s) = δ
δhs

T(w)|hs=0, the first order in excess activity in linear response theory. The

importance of this result lies in its validity for nonequilibrium systems in general without

knowing the dynamics explicitly.

On the other hand, U. Seifert and T. Speck obtained a similar result in their work [29]

for nonequilibrium steady state systems. They also found an additive correction term to

the equilibrium response function for markovian systems driven to a nonequilibrium steady

state. Authors showed that the correction term is related to the total entropy production.

They followed various approaches to calculate the response function R and obtained different

FDT in a NESS. But, as the response function should only depend on the observable under

consideration, they concluded that the different response functions are equivalent to each

other though they are linearly independent. Any linear superposition of those response

functions gives rise to another variant of response function.

To concretize Oono and Paniconi’s concept of operational procedure in defining equi-

libriumlike thermodynamical variables in nonequilibrium steady state systems, Sasa and

coworkers [30, 31] considered systems having a nonequilibrium steady state (such as, heat

conducting fluid, driven lattice gas) and examined the validity of basic postulates and laws

of thermodynamics such as scaling laws, extensivity or intensivity, or additivity in terms of

a variational principle. They had been able to define various thermodynamic quantities such

as pressure, chemical potential, free energy in nonequilibrium regime through operational

manner explicitly and showed that an equilibriumlike Maxwell relation, obtained from large

deviation principle, could hold in such nonequilibrium systems. They also obtained various

fluctuation relations, which can be associated to a nonquilibrium free energy function. On the

other hand, Bertin et. al. and coworkers proceeded somewhat along the above lines and the

theory developed by Eyink et. al. and outlined an equilibriumlike statistical mechanical ap-

proach to define thermodynamic quantities even in nonequilibrum systems. They discussed

how an equilibriumlike additivity property could be extended to simple nonequilibrium sys-

tems, which do not have any spatial correlations (such as the ZRP). Both the groups of Sasa

and Bertin also examined whether zeroth law of thermodynamics holds in nonequilibrium

systems when they are kept in contact with each other and exchange a conserved quantity. It

was realized that contact dynamics is a very important quantity, which needs to be defined

correctly. Later, Pradhan et. al. [32–34] numerically checked zeroth law of thermodynamics

in the case of driven lattice gases with both repulsive and attractive interactions and also the

ZRP. In their work, they affirmed the nontriviality of contact dynamics. They defined excess

chemical potential, which depends on the contact dynamics and is a priori unknown. In the

next subsections, we shall elaborate the above mentioned thermodynamical prescriptions for

nonequilibrium steady state systems.
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1.4.1 Steady state thermodynamics : Operational approach

Sasa and Tasaki demonstrated their framework of steady state thermodynamics taking an

example of driven lattice gas in two dimension and obtained concrete mathematical result

for the system.

Two driven lattice gases Λ1 with particle number N1 and Λ2 with particle number N2,

defined in the same manner as in previous section 1.3.7 are put in a weak contact. The

configurations are denoted as η for lattice Λ1 and ζ for lattice Λ2. External potentials u1

and u2 are applied on the lattices Λ1 and Λ2 respectively which affect the transition rates

at the contact of two lattices but the bulk dynamics of two lattices remain unaffected. The

total number of particles of the combined system N1 + N2 = N remains conserved. The total

energy function is written as

Hu1,u2
tot = HΛ1(η) + HΛ2(ζ) + u1N1 + u2N2. (1.55)

At contact, for each j = 0, 1, · · · L− 1, a particle can hop from site (j, 0) of lattice Λ1 to site

(j, 0) of lattice Λ2. The weak contact between the systems could be realized by assuming a

high energy barrier between two systems. A particle from lattice Λ1 (Λ2) has to cross that

fictitous energy barrier to jump to the other lattice Λ2 (Λ1). Thus the transition rates from

system Λ1 to system Λ2 would be written as

w(Λ1 → Λ2)

w(Λ2 → Λ1)
= exp[β(HΛ1 − HΛ2)], (1.56)

where HΛ1 and HΛ2 are local energies of the corresponding systems. So, the transition rates

could be uniquely identified as w(Λ1 → Λ2) = ε exp(βHΛ1), w(Λ2 → Λ1) = ε exp(βHΛ2),

where ε could be quantified in terms of the high energy barrier as ε = c exp(−βW). This

expression will not contain the electric field ~E as the particle hopping occurs in the per-

pendicular direction of the applied field. It can be shown that, at contact, detailed balance

is satisfied for the rates W[(η, ζ) → (η′, ζ ′)] and W[(η′, ζ ′) → (η, ζ)], where (η, ζ) denotes

the configuration of the combined system. For ε → 0, the particle exchanges between the

systems are rare and the systems become nearly uncorrelated so that the steady state dis-

tribution of the combined system factorizes as PT,E
Λ1,N1

PT,E
Λ2,N2

with the constraint of particle

number conservation. Then the effective transition rate for a hop from Λ1 to Λ2 could be

written in the following form

W̃(N1 → N1 − 1) = ε
L−1

∑
j=0
〈ηj,0(1− ζ j,0) exp

[
β{HΛ1(η)− HΛ1(η

′) + u1}
]
〉,

= εL
(

1− N2

V

)
g(N1) exp(βu1). (1.57)
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Here V = L2, and g(N) is the average of local quantity over local distribution. Similarly the

counter rate from Λ2 to Λ1 could be written as

W̃(N1 → N1 + 1) = εL
(

1− N1

V

)
g(N2) exp(βu2). (1.58)

Since hops between the two systems balance each other at steady state, using Eq. 1.57 and

1.58, we have

W̃(N1 → N1 − 1) = W̃(N1 → N1 + 1),

εL
(

1− N2

V

)
g(N1) exp(βu1) = εL

(
1− N1

V

)
g(N2) exp(βu2). (1.59)

From Eq. 1.59, we can conclude that there exists an equilibriumlike intensive thermodynamic

variable, a chemical potential in this case, which equalizes at steady state for two systems in

contact. The chemical potential has the concrete form

µ(ρ) =
1
β

log
g(ρL2)

1− ρ
, (1.60)

in the infinite V limit where ρ is the particle density. As the form of the chemical potential

contains correlation function of local quantities, the generic long range power law correla-

tion, which appears in the driven lattice gases, does not affect it. The transition rates of Eq.

1.57 and 1.58 are called Sasa-Tasaki rates for contact dynamics between two nonequilibrium

systems which can produce equilibriumlike thermodynamics consistently.

A similar operational approach was taken to define pressure of such driven lattice gases.

Two lattices with same width l and different heights h and h̃ are put in contact with each

other. Here h � h̃. The smaller system is kept on top of the bigger system and an uniform

potential u is applied on the smaller system. When u = 0, the combined system reaches a

steady state with uniform density ρ everywhere over the system. Then u is slowly varied

from 0 to ∞. At u → ∞, all particles from smaller system have moved to the bigger system

and at the new steady state, ρ is uniform over the bigger system. This operation could be

realized in a manner that with the application of the external potential u, the volume of the

combined system is reduced from [l × (h + h̃)] to [l × h]. Using the balance condition at the

contact and the standard relation of the mechanical work W = p∆V done due to pressure p

where ∆V = lh̃, we get the definition of pressure as

p(ρ) =
∫ ρ

0
dρ̃ρ̃µ′(ρ̃), (1.61)
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which is effectively Maxwell’s relation. Using the pressure and chemical potential, the steady

state free energy density is defined as

f (ρ) = −p(ρ) + ρµ(ρ) =
∫ ρ

0
dρ̃µ(ρ̃). (1.62)

The steady state joint probability that the lattice Λ1 has N1 particles and the lattice Λ2 has

N2 particles could be calculated in the weak contact limit with the help of the steady state

free energy defined above as

P̃(N1, N2) = const. exp[−βV{u1ρ1 + u2ρ2 + f (ρ1) + f (ρ2)}], (1.63)

where ρ1 = N1/V and ρ2 = N2/V. In the absence of the external potentials u1 and u2, we

get back the Einstein’s relation of density fluctuation as

P̃u=0(N1, N2) = const. exp[−β{F(T, E, V, N1) + F(T, E, V, N2)}]. (1.64)

This is an exact stationary state distribution which contains the informations of small as well

as large density fluctuations.

1.4.2 Steady state thermodynamics : Theoretical and numerical approach

Eyink et. al. in their work [25] established a thermodynamic structure of driven lattice gases.

They hypothetised a factorized structure of configurational probability which needs a free

energy like function to be defined. The free energy function acts as large deviation function

in thermodynamic limit. Consequently, they were also able to define a chemical potential

like variable which is related to that free energy in the equilibriumlike manner. With the

help of this prescription, they constructed hydrodynamic structure in bounded models like

driven lattice gases. E. Bertin [35, 36] and coworkers extended equilibrium statistical me-

chanics to nonequilibrium regime using a theoretical approach similar to Eyink et. al. [25].

They showed that this framework of equilibriumlike additivity works remarkably well for

some special cases where steady state probability distribution is known to be factorized such

as ZRP(1.3.6), ARAP (1.3.2) etc, which are unbounded models having no exclusion interac-

tion. They provided definition of intensive thermodynamic variable (ITV) in nonequilibrium

systems and examined under which conditions, equalization of ITVs is possible when two

nonequilibrium systems are kept in contact.

They considered a general macroscopic system which evolves to a steady state. The system

contains some additive quantity which takes part in the dynamics. Dynamics keep the sum

of the additive quantities conserved. In general there could be many conserved quantities but
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for simplicity, we will consider that the system consisting of V number of lattice sites has only

one conserved quantity, say particle number N = ∑i ni, i is the site index. The particle density

is given by ρ = N/V. The steady state distribution of a configuration C = {n1, n2, · · · , nV}
is written as

P(C) '
V

∏
i=1

w(ni)

Z(N)
δ(∑

i
ni − N)), (1.65)

where w(ni) is single site weight factor and Z(N) is the normalization constant. In equilib-

rium systems, w(ni) is known to be the Boltzmann factor, whereas in case of nonequilibrium

systems, it is not known in general. To define intensive thermodynamic parameter, a whole

system is divided into two subsystems S1 of size (N1, V1) and S2 of size (N2, V2) and the sub-

systems are allowed to exchange particles. The total particle number N1 + N2 = N is kept

conserved. The configuration of the combined system is defined as C : {C1, C2} so that the

probability of configuration C is PC1,C2 . The joint probability of subsystem particle numbers

P(N1, N2) is given by a factorized large deviation form

P(N1, N2) '
exp[−V1 f1(ρ1)] exp[−V2 f2(ρ2)]

exp[F(N)]
, (1.66)

where f1 and f2 are the large deviation functions of individual subsystems S1 and S2, which

depend on corresponding particle density ρ1 = N1/V1 and ρ2 = N2/V2 of the subsystems S1

and S2 respectively. Due to the asymptotic factorization property, the logarithm of P(N1, N2)

satisfies an additive form,

ln P(N1, N2) = ln Z1(N1) + ln Z2(N − N1)− ln Z(N) + ε(N1, N2), (1.67)

with Z1 = exp[−V1 f1(ρ1)], Z2 = exp[−V2 f2(ρ2)], Z = exp[−V f (ρ)] and∣∣∣∣ ε(N1, N2)

ln P(N1, N2)

∣∣∣∣� 1, (1.68)

in the thermodynamic limit.

Following the same track as equilibrium thermodynamics, authors used the rule of maxi-

mization of probability P(N1, N2) to find the maximum probable value of N1 = N∗1 , which

gives the steady state. From Eq. 1.67 and Eq. 1.68 we have

∂ ln Z1

∂N1

∣∣∣∣
N∗1

=
∂ ln Z2

∂N2

∣∣∣∣
(N−N∗1 )

. (1.69)

21



Thus ITV is defined conjugate to the additive quantity N as

µ =
∂ ln Z

∂N
. (1.70)

So at steady state, this intensive thermodynamic variable equalizes in the two subsystems.

The nonequilibrium systems, which have product measure at steady state, obey the addi-

tivity in Eq. 1.67 with a vanishing ε in this case. Interestingly, it has been shown that the

additivity is still valid in systems whose steady states are not factorized but given by a

matrix product ansatz and models described by transfer matrix method.

Authors demonstrated their formalism to calculate ITVs in two mass transport systems

like ZRP (defined in 1.3.6) and pair factorized steady state.

ITV in Zero Range Process: Let us consider the single site weight factor w(n) has a simple

form

w(n) = n(δ−1), (1.71)

where δ > 0. The partition function is

Z(N) =
∫ L

∏
i=1

(dninδ−1
i )δ(

L

∑
i=1

ni − N). (1.72)

To calculate the integral in Eq. 1.72, we rescale the variable as ni = xiN. Putting this form in

the integration we get,

Z(N) =
∫ L

∏
i=1

[dxiN(xiN)δ−1]δ(
L

∑
i=1

xiN − N),

=
1
N

∫ L

∏
i=1

[dxixδ−1
i N1+δ−1]δ(

L

∑
i=1

xi − 1),

=
∫

N(Lδ−1)
L

∏
i=1

[dxix
(δ−1)
i ]δ(

L

∑
i=1

xi − 1),

= KLN(Lδ−1), (1.73)

where KL is a constant independent of N. So the intensive thermodynamic parameter is

defined as

µ =
−d ln Z

dN
, (1.74)

=
−(Lδ− 1)

N
. (1.75)
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In the thermodynamic limit, we get the chemical potential µ = − δ
ρ where ρ = N

L is the

average particle density of the system. As this is a mass transport system, the ITV is chemical

potential conjugate to the fluctuating additive quantity mass.

ITV in Pair factorized steady state system: This is a discrete particle system defined on a

periodic lattice of size L. This model does not exhibit factorized steady state property, but

its steady state has a pair-factorized form[11]. Though the conserved quantity is the total

number of particles N = ∑L
i=1 ni, the particle hopping rate u depends on the number of

particles of the departing site and its two neighboring sites unlike in ZRP,

u(ni−1, ni, ni+1) =
g(ni−1, ni − 1)

g(ni−1, ni)

g(ni − 1, ni+1)

g(ni, ni+1)
. (1.76)

which leads the system to attain a pair-factorized steady state,

P({ni}) =
1

ZN

N

∏
i=1

g(ni, ni+1)δ(
N

∑
i=1

ni − N). (1.77)

For a simple choice of g(m, n)

g(m, n) = (mαnβ + mβnα)γ, (1.78)

with α, β, γ ≥ 0, we calculate the partition function taking the scaling form ni = Nxi. The

partition function is given by

Z(N) =
∫ L

∏
i=1

[dxiN(xα
i Nαxβ

i+1Nβ + xβ
i Nβxα

i+1Nα)γ]
1
N

δ(∑ xi − 1), (1.79)

= [NL(γ(α+β)+1)−1]K̃N .

So, the ITV is defined as

µ = −d ln Z
dN

=
L[γ(α + β) + 1]− 1

N
. (1.80)

In thermodynamic limit, where N → ∞, L → ∞, but ρ = N
L is finite denoting the average

particle number density, the chemical potential of the system µ is given by,

µ =
−[γ(α + β) + 1]

ρ
. (1.81)

After providing the definition of ITV of a system, authors ask what happens when two

such systems are kept in contact. Does corresponding ITV equalize with each other at steady

state? To answer this question, two systems are kept in contact and allowed to exchange

conserved quantity, say mass. The contact dynamics generates a distribution Φ(N1|N) for
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the random division of N into two parts, N1 in system 1 and N − N1 in system 2. Under the

weak contact assumption, authors argued that if the individual systems obey additivity in

Eq. 1.67, intensive parameters for two systems would equalize at steady state. This claim in

turn puts a constraint on Φ to be in a form

Φ(N1|N) ≈ Z1(N1)Z2(N − N1)

Z(N)
. (1.82)

But, in general, Φ does not obey Eq. 1.82 and intensive parameters do not equalize.

To demonstrate this result, two mass transport models are kept in contact keeping the

total mass of the combined system conserved. The mass transport models have their own

bulk dynamics of the form

φα(m̃|m) = v(m̃)
wα(m− m̃)

wα(m)
, α = 1, 2. (1.83)

v(m̃) is taken to be same for both systems. Contact dynamics is also taken in the same

form of bulk dynamics. Two sites from two different systems are in contact with each other

and thus inhomogeneity is created in the combined system. In this case, additivity in Eq.

1.67 holds and ITVs equalize. The simplest example, for which this proposal works, is ZRP.

Authors mentioned that if v(m̃) is not same for the systems in contact, the detailed balance

along contact is violated and equalization of ITVs will not be satisfied because, Eq. 1.82 does

not hold in that case.

Later, Pradhan et. al. renewed the interest in the studies and proceeded to explore nu-

merically the nonequilibrium structure of driven lattice gas and zero range processes for a

wide range of parameter values [32, 33]. In the first case of driven lattice gas [32], they put

two similar systems of size (N1, V1) and (N2, V2) in contact with each other and allowed

them to exchange particles between them. The total particle number of the combined system

N = N1 + N2 remains fixed. The dynamics of the systems are given according to the specifics

mentioned in 1.3.7 where the bulk and contact dynamics follow local detailed balance con-

dition. Through numerical studies, they found that there is an intensive thermodynamic

variable which equalizes for two systems in contact at steady state. Thus the chemical po-

tential helps to determine the steady state of the combined system. The chemical potentials

of the nonequilibrium systems were measured numerically keeping the nonequlibrium sys-

tem in contact with an equilibrium system with known chemical potential. Remarkably, they

found that zeroth law of thermodynamics holds quite good for such systems. They argued

that the existence of a zeroth law could be a consequence of factorized large deviation form

of the joint particle number distribution of the two systems as given in Eq. 1.66. The assump-

tion of this factorized form of the joint distribution neglects the spatial correlations present

in the system. Consequently, the steady state could be obtained by maximizing P(N1, N2)
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with the constraint of particle number conservation and the chemical potentials, given by

µi = ∂ fi/∂ni, (i ∈ [1, 2]), equalize. Authors showed that, an equilibriumlike fluctuation rela-

tion, another consequence of the assumption of factorized joint distribution, also holds very

good for driven lattice gases. It was also shown that this thermodynamics structure breaks

down at higher density regime due to the presence of long range power law correlation in

the driven lattice gases.

In their next work [33], Pradhan and coworkers studied in more detail the cases of driven

lattice gas and zero range processes. In the case of zero range process, they considered the

contact dynamics same as that proposed by Bertin and coworkers in [36]. Two one dimen-

sional lattice rings having L1 and L2 sites are kept in contact with each other at one point

of each of them through which, the systems can exchange particles. Any configuration is de-

noted by C = ({ni1}, {ni2}). A particle hops from a randomly chosen site i (from L = L1 + L2

sites) to its next neighbor site i + 1 with hop rate

uα(ni) = vα
w(ni − 1)

w(ni)
, (1.84)

with α = {1, 2}. vα is independent of ni. The functional form of the hop rate is same for the

hopping in the bulk and hopping from one ring to another via contact point. But, the factor

vα can be different in those two cases, i.e.

vα = v(b)α for the hoppings in the bulk, (1.85)

vα = v(c)α for the hoppings at the contact point. (1.86)

While studying the properties of nonequilibrium steady states, two different cases may arise.

Case1: bulk and contact property are same (v(b)α = v(c)α and v(c)1 = v(c)2 ) [36]:

The value of v(b)1 and v(b)2 is assigned to be 1 without loss of generality. The steady state

probability distribution is

P({ni1)}, {ni2)}) =
1

ZN

[
L1

∏
i1=1

w1(ni1)
L2

∏
i2=1

w2(ni2)

]
δ[(N1 + N2)− N], (1.87)

where N1 = ∑L1
i1=1 ni1 and N2 = ∑L2

i2=1 ni2 are the number of particles of ring 1 and ring 2 and

ZN is normalization constant. The joint probability distribution can be written in a form

P(N1, N2) =
Z1(N1)Z2(N2)

Z(N)
, (1.88)
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where

Zα(Nα) = ∑
{niα}

Lα

∏
iα=1

wα(niα
)δ(

Lα

∑
iα=1

niα
− Nα). (1.89)

The macrostate is obtained by maximizing the joint distribution which gives the intensive

thermodynamic parameter as µα = − ∂ ln Zα
∂Nα

.

Case2: bulk properties are same but the contact properties are not same (v1 6= v2):

This case is more general than the previous one and one of the main result of Pradhan et.

al.. In this case, the steady state probability distribution is still given by a factorized form as

P({ni1)}, {ni2)}) =
1

ZN

[
L1

∏
i1=1

w1(ni1)
L2

∏
i2=1

w2(ni2)

]
eµ̃1 N1 eµ̃2 N2 δ[(N1 + N2)− N], (1.90)

where µ̃1 = ln 1
v1

and µ̃2 = ln 1
v2

. These terms are called excess chemical potentials. The joint

probability distribution is

P(N1, N2) =
Z1(N1)Z2(N2)

Z(N)
eµ̃1 N1 eµ̃2 N2 . (1.91)

Maximizing ln P(N1, N2), we get the macrostate,(
−∂ ln Z1

∂N1
+ µ̃1

)
=

(
−∂ ln Z2

∂N2
+ µ̃2

)
. (1.92)

Thus, new intensive parameters have been defined which take equal values at steady state

when two systems are kept in contact,

µα =

(
−∂ ln Zα

∂Nα
+ µ̃α

)
. (1.93)

For case1, when v1 = v2, the excess chemical potentials become equal and they are can-

celled out from both side of the chemical potential equalization equation and old intensive

chemical potentials work good. But in case2, where v1 6= v2, the new µα plays the role

of chemical potential and becomes equal at the contact at steady state. Moreover, detailed

balance condition indeed gets satisfied for the second case.

Zeroth law of thermodynamics was found to satisfy for a particular set of { fα(n), vα}. But

the choice of vα plays a crucial role in this case. It was shown that while verifying zeroth law,

if the values of vα is slightly changed, it affects the final steady state where zeroth law does

not hold. This is the main point of the result that role of contact dynamics is very important

to have zeroth law. Consequently, due to the arbitraryness of vα, the chemical potentials can

have different functional forms depending on the contact dynamics. Thus, equalization of
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intensive variables are assured in terms of excess chemical potentials but zeroth law may not

hold.

The authors then tried to extend the idea of excess chemical potential in the case of driven

lattice gas systems. But, they concluded that even though a modified large deviation form

including the effect of excess chemical potential could be written for the joint particle number

distribution for two systems in contact, zeroth law is not assured as the excess chemical

potential is ad hoc in nature and could be arbitrary.

Recently, Dickman and coworkers [37, 38] addressed this issue of nonequilibrium steady

state thermodynamics. They studied two different systems, (i) driven stochastic hardcore lat-

tice gas (no energy function is associated with its configurations and particle hops stochasti-

cally to its nearest neighbors), (ii) driven lattice gases, which are known as KLS model (1.3.7)

(energy function contains nearest neighbor attractive interaction). In both cases, systems are

put in contact with weak coupling strength. Particle/energy exchange occurs from any site

of one system to any other site of the other system, which is called global contact. In case

(i), intensive thermodynamic variable e.g., chemical potential could be defined consistently

in terms of particle density and drive strength when the combined system reaches steady

state. Here zeroth law is satisfied and steady state densities of the systems are rightly de-

termined. But, in case (ii), zeroth law is violated for arbitrary contact dynamics. Even well

known metropolis rate does not work in KLS model. Interestingly, Sasa-Tasaki rate, which is

discussed in the previous section, is found to work consistently and an effective definition of

chemical potential could be obtained for which zeroth law is satisfied. In his second work on

steady state thermodynamics [38], R. Dickman considered driven stochastic lattice gas with

nonuniform local exchange of particles between systems in contact. Here extension of steady

state thermodynamics is violated because the chemical potential does not equalize in sys-

tems at stationary state. It is realized that a proper definition of chemical potential is missing

for this set up. In the limit of weak contact, which implies vanishingly small exchange rate,

the predictions of steady state thermodynamics is valid. For finite exchange rate, it breaks

down due to emergence of nonuniformity of density profile.

1.5 motivation and plan of the thesis

From the above brief review on conserved-mass transport processes, which is a paradigm in

nonequilibrium statistical physics, a striking common feature comes into light. In many of

these processes, the probability distributions of subsystem masses are described by gamma

distributions [7, 8, 12–14, 16]. In several other cases, e.g., in cases of wealth distribution in

a population [19–21] or force distribution in granular beads [15, 16], the distribution func-

tions are not always exactly known, but remarkably they can often be well approximated
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by gamma distributions. Although these models have been studied intensively in the past

decades, an intriguing question [39] why the gamma-like distributions arise in different con-

texts irrespective of different dynamical rules however remained unanswered.

As many of these systems are found to have short-ranged spatial correlations, one could

perhaps expect an equilibriumlike additivity property to hold, which could help in charac-

terizing the large-scale thermodynamic structure in these systems. There could be two broad

questions, which we aimed at addressing in systems having a nonequilibrium steady state

[25, 31, 35]: (i) What are the criteria so that additivity holds? (ii) What are the consequences

of additivity? In this thesis work, we mainly focus on the second question whether such sys-

tems in general could possess an equilibriumlike thermodynamic structure; however, answer

to these two questions are somewhat complementary in the sense that, by addressing ques-

tion (ii), one could also come at some conclusions about question (i). Our studies essentially

help us to classify, and to characterize, the nonequilibrium steady state systems for which

additivity holds.

In Chapter 2, we focus on paradigmatic conserved-mass transport processes, which have

been discussed in this chapter in section 1.3. We provide a unified statistical mechanics

framework to characterize steady state mass fluctuations in these systems assuming an equi-

libriumlike additivity property holds. We show that, in conserved-mass transport processes,

the steady state distribution of mass in a subsystem is uniquely determined from the func-

tional dependence of variance of the subsystem mass on its mean, provided that the joint

mass distribution of subsystems is factorized in the thermodynamic limit. The factorization

condition is not too restrictive as it would hold in systems with short-ranged spatial corre-

lations. To demonstrate the result, we revisit a broad class of mass transport models and its

generic variants, and show that the variance of the subsystem mass in these models is propor-

tional to the square of its mean. This particular functional form of the variance constrains the

subsystem mass distribution to be a gamma distribution irrespective of the dynamical rules.

thus we have been able to answer the long standing question regarding gamma distribution

in this thesis.

In Chapter 3, we proceed with the results of Chapter 2 and we ask what happens when

two nonequilibrium systems in steady state are kept in contact and allowed to exchange a

quantity, say mass, which is conserved in the combined system. Will the systems eventually

evolve to a new stationary state where a certain intensive thermodynamic variable, like equi-

librium chemical potential, equalizes following the zeroth law of thermodynamics and, if

so, under what conditions is it possible? We argue that an equilibriumlike thermodynamic

structure can be extended to nonequilibrium steady states having short-ranged spatial cor-

relations, provided that the systems interact weakly to exchange mass with rates satisfying

a balance condition - reminiscent of a detailed balance condition in equilibrium. The short-

ranged correlations would lead to subsystem factorization on a coarse-grained level and the
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balance condition ensures both equalization of an intensive thermodynamic variable as well

as ensemble equivalence, which are crucial for construction of a well-defined nonequilibrium

thermodynamics. This proposition is proved and demonstrated in various conserved-mass

transport processes having nonzero spatial correlations.

In Chapter 4, we focus on conserved lattice gas systems, specifically fixed energy sand-

pile models which exhibit absorbing to active phase transitions upon tuning particle density

ρ. We have been able to characterize the steady state mass fluctuations of these systems in

active phase using additivity. We find that for unbounded stochastic sandpile models with

conserved-mass, in active phase, the scaled variance of subsystem mass σ2(ρ) is proportional

to the square of the mass density ρ. Thus, the active phase of these paradigmatic fixed en-

ergy sandpiles possesses a similar thermodynamic structure as conserved-mass transport

processes discussed in Chapter 2. Aiming to characterize the behavior of such systems near

criticality, where the active-absorbing phase transition takes place, we study a particular class

of fixed energy sandpiles called conserved-mass Manna sandpiles (MS) with continuous-

time dynamics. We demonstrate that the MS possesses a remarkable hydrodynamic struc-

ture: There is an Einstein relation σ2(ρ) = χ(ρ)/D(ρ), which connects bulk-diffusion coef-

ficient D(ρ), conductivity χ(ρ) and mass-fluctuation, or scaled variance of subsystem mass,

σ2(ρ). Consequently, density large deviations are governed by an equilibriumlike chemical

potential µ(ρ) ∼ ln a(ρ) where a(ρ) is the activity in the system. Using the above hydrody-

namics, we derive two scaling relations: As ∆ = (ρ− ρc) → 0+, ρc being critical density, (i)

mass-fluctuation σ2(ρ) ∼ ∆1−δ with δ = 0 and (ii) dynamical exponent z = 2 + (β− 1)/ν⊥,

expressed in terms of two static exponents β and ν⊥ for activity a(ρ) ∼ ∆β and correlation

length ξ ∼ ∆−ν⊥ , respectively. Our results imply that the conserved MS belong to a distinct

universality - not that of directed percolation (DP), which, without any conservation law as

such, does not obey scaling relation (ii).
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2
G A M M A L I K E M A S S D I S T R I B U T I O N S A N D M A S S F L U C T U AT I O N S

I N C O N S E RV E D - M A S S T R A N S P O RT S Y S T E M S

2.1 introduction

Understanding fluctuations is fundamental to the formulation of statistical mechanics. Un-

like in equilibrium, where fluctuations are obtained from the Boltzmann distribution, there is

no unified principle to characterize fluctuations in nonequilibrium. In this work, we provide

a statistical mechanics framework to characterize steady state mass fluctuations in conserved-

mass transport processes.

In this chapter 1, we explain in particular why mass transport processes often exhibit

gammalike distributions. Our main result is that, in the thermodynamic limit, the functional

dependence of variance of subsystem mass on its mean uniquely determines the probability

distribution of the subsystem mass, provided that (i) total mass is conserved and (ii) the joint

probability distribution of masses in subsystems has a factorized form as given in Eq. 2.2. In

other words, if the conditions (i) and (ii) are satisfied, the probability distribution Pv(m) of

mass m in a subsystem of size v can be determined from the functional form of the variance

σ2
v ≡ ψ(〈m〉) where 〈m〉 the mean. In fact, ψ(〈m〉) in systems with short-ranged spatial

correlations can be calculated by integrating the two-point spatial correlation function. An

important consequence of the main result is the following. When the variance of subsystem

mass is proportional to the square of its mean, i.e., ψ(〈m〉) = 〈m〉2/vη with a parameter η

that depends on the dynamical rules of a particular model, the subsystem mass distribution

is a gamma distribution,

Pv(m) =
1

Γ(vη)

(
vη

〈m〉

)vη

mvη−1e−vηm/〈m〉, (2.1)

1 The work reported here is based on the paper "Gammalike mass distribution and mass fluctuation in conserved-
mass transport processes", Sayani Chatterjee, Punyabrata Pradhan and P. K. Mohanty, Physical Review Letters,
112, 030601 (2014)
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where Γ(η) =
∫ ∞

0 mη−1 exp(−m)dm the gamma function. Indeed, we find that ψ(〈m〉) is

proportional to 〈m〉2 in a broad class of mass transport models, which explains why these

models exhibit gamma distributions.

It might be surprising how the variance alone could determine the probability distribution

Pv(m) as an analytic probability distribution function is uniquely determined only if all its

moments are provided. However, the result can be understood from the fact that, for a system

satisfying the above conditions (i) and (ii), there exists an equilibriumlike chemical potential

and consequently a fluctuation-response relation that relates mass fluctuation to the response

due to a change in chemical potential. This relation, analogous to equilibrium fluctuation

dissipation theorems, provides a unique functional dependence of the chemical potential

on mean mass and constrains Pv(m) to take a specific form. In section 2.2, we provide the

analytical proof of our result, in section 2.3, we take a few examples of conserved-mass

transport processes and verify our result with the help of analytics and simulations. Lastly,

in section 4.4, we summarize the scope of this work and conclude.

2.2 proof

Let us consider a mass transport process on a lattice of V sites with continuous mass vari-

ables mi ≥ 0 at site i = 1, . . . , V. With some specified rates, masses get fragmented and then

the neighboring fragments of mass coalesce with each other. At this stage, we need not spec-

ify details of the dynamical rules, only assume that the total mass M = ∑V
i=1 mi is conserved.

We partition the system into ν subsystems of equal sizes v = V/ν and consider fluctuation

of mass Mk in kth subsystem. We assume that the joint probability P({Mk}) of subsystems

having masses {M1, M2, . . . Mν} ≡ {Mk} has a factorized form in steady state,

P({Mk}) '
∏ν

k=1 w(Mk)

Z(M, V)
δ

(
ν

∑
k=1

Mk −M

)
, (2.2)

where weight factor w(Mk) depends only on mass Mk of kth subsystem and

Z(M, V) = Z(M, vν) =
ν

∏
k=1

[
∫

dMkw(Mk)]δ(
ν

∑
k=1

Mk −M) (2.3)

the partition sum.
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Distribution Pv(m) of mass Mk = m in the kth subsystem of size v is obtained by summing

over all other subsystems k′ 6= k, i.e.,

Pv(m) = w(m)
∏k′ 6=k

[∫
dMk′w(Mk′)

]
Z(M, V)

δ

(
∑

k
Mk −M

)
,

= w(m)
Z(M−m, V − v)

Z(M, V)
. (2.4)

Taking logarithm in both sides of the above equation we expand ln Z(M−m, V − v) in lead-

ing order of m, v in the thermodynamic limit m � M, v � V; M, V � 1 with mass density

ρ = M/V finite,

ln Z(M−m, V − v) ' ln Z(M, V)−
(

∂ ln Z
∂M

) ∣∣∣∣
V

m−
(

∂ ln Z
∂V

) ∣∣∣∣
M

v

' ln Z(M, V) + (µm)− pv,

where µ = − ∂ ln Z
∂M and p = ∂ ln Z

∂V . Thus we get the subsystem mass distribution as

Pv(m) = w(m)
Z(M−m, V − v)

Z(M, V)
=

w(m)eµ(ρ)m

Z(µ) , (2.5)

where the normalization constant is given by

Z(µ) =
∫ ∞

0
w(m) exp(µm)dm = exp(pv). (2.6)

The chemical potential is identified as

µ(ρ) =
d f (ρ)

dρ
, (2.7)

with Z(M, V) = exp[−V f (ρ)] [9, 12, 33, 36].

Using two equalities for mean of the subsystem mass and its variance

〈m〉 = vρ =
∂ lnZ

∂µ
, (2.8)

σ2
v (〈m〉) = (〈m2〉 − 〈m〉2) =

∂2 lnZ
∂µ2 , (2.9)

a fluctuation-response relation is obtained in the following form

d〈m〉
dµ

= σ2
v (〈m〉). (2.10)
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For a homogeneous system, the mean and the variance should be independent of i. Moreover,

when mass is conserved, the variance is a function of mean mass 〈m〉 or equivalently density

ρ, i.e., σ2
v (〈m〉) = ψ(〈m〉) . The analogy between Eq. 2.10 and the fluctuation dissipation

theorems in equilibrium is now evident. Now Eqs. 2.7 and 2.10 can be integrated to obtain

Z(M, V) = exp(−V f (ρ)) and then its Laplace transform

Z̃(s, V) =
∫ ∞

0
Z(M, V)e−sMdM =

∫ ∞

0
e−V f (ρ)−sMdM. (2.11)

On the other hand, taking Laplace transform of Eq. 2.3 on both sides, we get,

∫ ∞

0
Z(M, V) exp(−sM)dM =

∫ ∞

0

∫ ν

∏
k=0

dMkw(Mk)δ(∑
k

Mk −M) exp(−sM)dM

Z̃(s, V) = ∏
k

∫
w(Mk) exp(−sMk)dMk = w̃(s)ν,

(2.12)

which gives the Laplace transform of the weight factor w(m)

w̃(s) = [Z̃(s, V)]1/ν.

One can calculate w̃(s) straightforwardly using the Laplace transform of Z(M, V). Then

taking its inverse Laplace transform, we get the weight factor w(m) and use it in Eq. 2.5 to

get Pv(m). Using standard statistical mechanical theory of large deviation, the general form

of the logarithm of the subsystem mass distribution, in leading order of subsystem mass m

and volume v, can be alternatively written as [40]

Pv(m) ∝ e[−v f (m/v)+µ(ρ)m]. (2.13)

We demonstrate this procedure explicitly in a specific case where the variance of mass in

a subsystem of size v is proportional to the square of its mean, i.e.,

σ2
v (〈m〉) ≡ ψ(〈m〉) = 〈m〉

2

vη
, (2.14)

with η a constant depending on parameters of a particular model. By integrating Eq. 2.10

w.r.t. 〈m〉 = vρ and using Eq. 2.7 we get

µ(ρ) = −η

ρ
− α ; f (ρ) = −η ln ρ− αρ− β. (2.15)
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The integration constants α and β do not appear in the final expression of mass distribution.

Finally, we get the partition sum

Z(M, V) = exp[−V f (ρ)] = (M/V)ηV exp{(αM + βV)}.

Its Laplace transform

Z̃(s, V) = eβV Γ(ηV + 1)
[VηV(s− α)(ηV+1) ]

can be written as

Z̃(s, V) '
eβV√2πηV(ηV)ηVe−ηV

VηV(s− α)(ηV+1) =
const.

(s− α)(ηV+1) , (2.16)

using asymptotic form of the gamma function

Γ(z + 1) '
√

2πzzze−z

for large z. The constant term in the numerator is independent of s and thus [Z̃(s, vν)]1/ν

gives

w̃(s) =
const.

(s− α)(vη+1/ν)
=

const.
(s− α)vη (2.17)

in the thermodynamic limit ν→ ∞. Consequently its inverse Laplace transform is

w(m) ∝ mvη−1eαm. (2.18)

The weight factor w(m), along with Eqs. 2.5 and 2.15, leads to Pv(m) which is a gamma

distribution as in Eq. 2.1. This completes the proof for the functional form ψ(x) ∝ x2. In

general, different classes of mass distributions can be generated for other functional forms of

ψ(x) The mass distributions for discrete-mass models can be derived quite straightforwardly.

Note that the distribution Pv(m) serves as the large deviation function for mass in a large

subsystem.

Though the above proof relies on the strict factorization condition Eq. 2.2, the results are

not that restrictive and are applicable to systems when the joint subsystem mass distribution

is nearly factorized. In fact, the near-factorization of the joint mass distribution can be realized

in a wide class of systems as long as correlation length ξ is finite, i.e., spatial correlations

are not long-ranged. In that case, subsystems of size much larger than ξ can be considered

statistically independent and thus well described by Eq. 2.2 [25, 32, 35].
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2.3 models and discussions

We now illustrate the results in the context of a broad class of mass transport models where

exact or near factorization condition holds.

2.3.1 Driven Lattice Gas : Pair Factorized Steady State (DLG-PFSS)

First we consider driven lattice gases (DLG) on a one dimensional (1D) periodic lattice of L

sites with discrete masses or number of particles mi ∈ (0, 1, 2, . . . ) at site i where the total

mass M is conserved. A particle hops only to its right neighbor with rate u(mi−1, mi, mi+1)

which depends on the masses at departure site i and its nearest neighbors. For a specific rate

u(mi−1, mi, mi+1) =
g(mi−1, mi − 1)g(mi − 1, mi+1)

g(mi−1, mi)g(mi, mi+1)
, (2.19)

the steady state mass distribution of the model is pair-factorized [11], i.e.,

P({mi}) =
∏L

i=1 g(mi, mi+1)

Z(M, L)
δ

(
L

∑
i=1

mi −M

)
, (2.20)

where Z normalization constant or the partition sum,

Z(M, L) = ∑
{mi}

L

∏
i=1

g(mi, mi+1)δ

(
∑

i
mi −M

)
. (2.21)

Unlike a site-wise factorized state, i.e., Eq. 2.2 with ν = V, the pair-factorized steady state

does generate finite spatial correlations. Moreover, in this work, we consider a particular

class of homogeneous function g(x, y), which has the following dependence on its variables

x and y such that,

g(Λx, Λy) = Λδg(x, y), (2.22)

where δ is a real constant parameter. Explicit calculation of correlation function C(r) =

〈mimi+r〉 − ρ2 is possible, but somewhat tedious [41]. However, for our purpose of checking

additivity in these models, it is not necessary as the dependence of the correlation function

C(r) on density ρ can be obtained, in the limit of large density, through the following scaling

analysis. The expectation 〈mimj〉 can be written as

〈mimj〉 = ∑
{mk}

P[{mk}]mimj '
[
∏

k

∫ ∞

0
dmk

]
P[{mk}]mimj, (2.23)
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where the ∑{mk} is approximated by an integral
[
∏k
∫

dmk
]
. Therefore, using Eqs. 2.20 and

2.21, we get

〈mimj〉 '
[
∏k
∫ ∞

0 dmkg(mk, mk+1)
]

mimjδ (∑k mk −M)[
∏k
∫ ∞

0 dmkg(mk, mk+1)
]

δ (∑k mk −M)
, (2.24)

which, upon rescaling of variables mk = ρm̃k, gives

〈mimj〉 =
ρLρδLρ2(1/ρ)

ρLρδL(1/ρ)

[
∏k
∫ ∞

0 dm̃kg(m̃k, m̃k+1)
]

m̃im̃jδ (∑k m̃k − L)[
∏k
∫ ∞

0 dm̃kg(m̃k, m̃k+1)
]

δ (∑k m̃k − L)
. (2.25)

Here we have used g(ρm̃k, ρm̃k+1) = ρδg(m̃k, m̃k+1) (i.e., Eq. 2.22), M = ρL and δ (∑k mk −M) ≡
(1/ρ)δ (∑k m̃k − L). Simplifying the above expression,

〈mimj〉 =
[
∏k
∫ ∞

0 dm̃kg(m̃k, m̃k+1)
]

m̃im̃jδ (∑k m̃k − L)[
∏k
∫ ∞

0 dm̃kg(m̃k, m̃k+1)
]

δ (∑k m̃k − L)
ρ2 ≡ A(r)ρ2, (2.26)

where

A(r) =
∏k
[∫ ∞

0 dm′kg(m′k, m′k+1)
]

m′im
′
i+rδ

(
∑k m′k − L

)
∏k
[∫ ∞

0 dm′kg(m′k, m′k+1)
]

δ
(
∑k m′k − L

)
depends on relative distance r = |i − j| but is independent of ρ. Therefore the truncated

correlation function can be written as

C(r) = (〈m0mr〉 − ρ2) = [A(r)− 1]ρ2 ≡ ρ2

η̃(r)
, (2.27)

where we denote 1/η̃(r) ≡ [A(r) − 1]. The variance σ2
v of mass m in a subsystem of size

v� 1 can be written as

σ2
v ' v

∫ ∞

0
C(r)dr = v

ρ2

η
=
〈m〉2
vη

, (2.28)

where we denote 1/η ≡
∫

1/η̃(r)dr which is a constant.

We now simulate DLG for two specific cases with g(x, y) = (xδ + yδ + cxαyδ−α) : Case I.

δ = 1, c = 0 and Case II. δ = 2, c = 1 and α = 1.5. We then calculate the variance σ2
v ≡ ψ(〈m〉)

as a function of mean mass 〈m〉. As shown in Fig. 2.1(a), in both the cases, ψ(〈m〉) ∝ 〈m〉2 as

in Eq. 2.14 with η ' 2.0 and η ' 3.0 respectively. For these values of η, corresponding Pv(m)

obtained from simulations are also in excellent agreement with Eq. 2.1 as seen in Fig. 2.1(b).

Single site mass distribution - For very small subsystems which are comparable to the cor-

relation length ξ, the joint distribution of masses does not factorize due to presence of finite

spatial correlations.
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Figure 2.1: Pair-factorized steady state: Variance σ2
v of subsystem mass vs. its mean 〈m〉 [panel (a)],

subsystem mass distribution Pv(m) [panel (b)] vs. mass m Case I. δ = 1, c = 0 and v = 10
(red circles) and Case II. δ = 2, c = 1, α = 1.5 and v = 15 (magenta squares); ρ = 10 and
L = 2000 in both the cases. Points - simulations, thick lines - gamma distributions (Eq.
2.1).

In Fig. 2.2 we plot the single-site (i.e., a subsystem of size v = 1) mass distribution P1(m)

as a function of mass m for L = 2000 and ρ = 10. Clearly, the simulation result deviates from

the gamma distribution with η = 2, especially at the right tail.

Clusterwise Factorized Steady State - The pair-factorized steady state can be generalized to

states where g(mi, mi+1, . . . , mi+K) is a function of (K + 1) variables, i.e., masses in a cluster

of (K + 1) sites instead of 2 sites in the pair-factorized steady state. We consider a system on

a periodic one dimensional (for simplicity) lattice of L sites with total M particles, where the

joint probability distribution P({mi}) in steady state has a product of (K + 1)-site clusters

P({mi}) =
∏L

i=1 g(mi, mi+1, . . . , mi+K)

Z(M, L)
δ

(
L

∑
i=1

mi −M

)
, (2.29)

with mi mass at ith site having discrete values mi = 0, 1, 2, . . . , M and Z the partition sum.

As in the case of PFSS systems, the joint distribution of masses in this case also is not

factorized on the single-site level as the function g(mi, mi+1, . . . , mi+K) depends on masses at

K neighboring sites and therefore generates finite spatial correlations. We consider only the

cases where g(mi, mi+1, . . . , mi+K) is a homogeneous function,

g(Λmi, Λmi+1, . . . , Λmi+K) = Λδg(mi, mi+1, . . . , mi+K), (2.30)
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Figure 2.2: Pair-factorized steady state: Single-site mass distribution P1(m) vs. mass m for ρ, L = 2000,
δ = 1, c = 0. Red circles - simulation, blue dotted line - gamma distribution with η = 2
and v = 1.

with δ real. Now using Eqs. 2.29, 2.30 and rescaling mk = ρm′k, we find that 〈mimi+r〉 can be
written, as 〈mimi+r〉 ' A(r)ρ2 where

A(r) =
∏k
[∫ ∞

0 dm′kgk ({m′k}K )
]

m′im
′
i+rδ

(
∑k m′k − L

)
∏k
[∫ ∞

0 dm′kgk ({m′k}K )
]
(m′k, m′k+1)δ

(
∑k m′k − L

) , (2.31)

gk({m′k}K) ≡ g(mk, mk+1 . . . , mk+K) and sum over mass variables replaced by integrals. Clearly,

A(r) depends on relative distance r but is independent of ρ. We can calculate variance

σ2
v = vρ2/η, which has a form as in Eq. in 2.28 with η−1 = ∑∞

r=−∞[A(r)− 1], or σ2
v = 〈m〉2/vη.

In this case, subsystem mass distribution Pv(m) can be described by gamma distribution.

2.3.2 Mass Chipping Models (MCM)

2.3.2.1 Asymmetric Mass Chipping Model

Next we consider a generic variant of paradigmatic mass transport processes, called mass

chipping models (MCM) [7, 8, 12–14]. These models are based on mass conserving dynamics

with linear mixing of masses at neighboring sites which ensures that σ2
v ' 〈m〉2/vη when

the two-point correlations are negligible. Note that, factorizability of steady state necessarily

implies vanishing of two-point correlations, but not vice versa. However, when higher order

correlations are also small, which is usually the case in these models, the steady state is
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nearly factorized and the resulting Pv(m) can thus be well approximated by gamma distri-

bution for any v (including v = 1). We demonstrate these results considering mainly the

asymmetric mass transfer in MCM; the symmetric case is then discussed briefly.

In 1D, asymmetric MCM is defined as follows. On a periodic lattice of size L with a

mass variable mi ≥ 0 at site i, first (1− λ) fraction of mass mi is chipped off from site i,

leaving the rest of the mass at i. Then a random fraction yi of the chipped-off mass (1−
λ)mi is transferred to the right neighbor and the rest comes back to site i. At each site, the

chipping process occurs with probability p; thus the extreme limits p = 0 and 1 correspond

respectively to random sequential (i.e., continuous-time dynamics) and parallel update rules.

Effectively, at time t, mass mi(t) at site i evolves following a linear mixing-dynamics

mi(t + 1) = mi(t)− (1− λ)[γimi(t)− γi−1mi−1(t)], (2.32)

where γi = δiyi with δi and yi are independent random variables drawn at each site i : δi = 1

or 0 with probabilities p and 1− p respectively and yi is distributed according to a probability

distribution φ(yi) in [0, 1]. Squaring and averaging both sides at steady state ignoring two

point correlation we get,

〈m2
i 〉 = 〈m2

i 〉+ (1− λ)2〈δ2
i 〉〈y2

i 〉〈m2
i 〉+ (1− λ)2〈δ2

i−1〉〈y2
i−1〉〈m2

i−1〉

−2(1− λ)〈δi〉〈yi〉〈m2
i 〉 − 2(1− λ)2〈δi〉〈δi−1〉〈yi〉〈yi−1〉〈mi〉〈mi−1〉

+2(1− λ)〈δi−1〉〈yi−1〉〈mi〉〈mi−1〉. (2.33)

So, replacing suffices (i− 1) by i and putting 〈mi〉 = ρ we get,

〈m2
i 〉 = 〈m2

i 〉+ 2(1− λ)2〈δ2
i 〉〈y2

i 〉〈m2
i 〉 − 2(1− λ)〈δi〉〈yi〉〈m2

i 〉 − 2(1− λ)2〈δi〉2〈yi〉2ρ2

+2(1− λ)〈δi〉〈yi〉ρ2. (2.34)

Now, δi takes value 1 with probability p and 0 with probability (1− p). So, the first two

moments of the distribution P(δi) of δi are given by,

〈δi〉 =
1

∑
0

δiP(δi) = p, 〈δ2
i 〉 =

1

∑
0

δ2
i P(δi) = p.

Considering, µk =
∫ 1

0 ykφ(y)dy moments of φ(y),

〈m2
i 〉 = 〈m2

i 〉+ 2(1− λ)2 pµ2〈m2
i 〉 − 2(1− λ)pµ1〈m2

i 〉 − 2(1− λ)2 p2µ2
1ρ2

+2(1− λ)pµ1ρ2,

[2pµ1 − 2(1− λ)pµ2] 〈m2
i 〉 = [2pµ1 − 2(1− λ)p2µ2

1]ρ
2,

[2µ1 − 2(1− λ)µ2] 〈m2
i 〉 = [2µ1 − 2(1− λ)pµ2

1]ρ
2,
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we obtain the second moment of single site mass mi in the following form

〈m2
i 〉 =

µ1 − pµ2
1(1− λ)

µ1 − µ2(1− λ)
ρ2. (2.35)

Thus, the variance in single site mass can be calculated as following

σ2
i = 〈m2

i 〉 − ρ2, (2.36)

=

[
µ1 − pµ2

1(1− λ)

µ1 − µ2(1− λ)
− 1
]

ρ2,

=
(1− λ)(µ2 − pµ2

1)

[µ1 − (1− λ)µ2]
ρ2 =

ρ2

η
,

with,

η =
µ1 − (1− λ)µ2

(1− λ)(µ2 − pµ2
1)

. (2.37)

For uniform distribution φ(y) = 1, µ1 = 1
2 and µ2 = 1

3 , which gives

η = η(λ, p) =
2(1 + 2λ)

(1− λ)(4− 3p)
. (2.38)

Moreover, in these models, as the two-point correlation 〈mimi+r〉 ' ρ2 for |r| > 0, the vari-

ance of subsystem mass is given by σ2
v ' vσ2

1 = 〈m〉2/vη.

10
-4

10
-2

10
0

 0.1  1  10

P
1
(m

)

m

(a)

p=0.0
p=0.8
p=1.0

 5  10  15  20

10
-4

10
-2

10
0

P
υ
(m

)

m

(b)

p=0.0
p=0.8
p=1.0

Figure 2.3: Mass chipping models: Single site mass distribution P1(m) [panel (a)], subsystem mass
distributions Pv(m) [panels (b)] vs. mass m with λ = 1/2 and p = 0 (red squares), 0.8
(magenta triangles) and 1 (blue circles). Points - simulations, thick lines - gamma distribu-
tions (Eq. 2.1) for panel (a): ρ = 1, v = 1 and L = 1000 and panel (b): ρ = 1, v = 10 and
L = 1000.
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A special case of asymmetric MCM with λ = 0 and p = 1 is the ‘q’ model of force

fluctuations [15, 16] which has a factorized steady state for a class of distribution φ(y) [12].

In this case, P1(m) can be immediately obtained by using η = (µ1 − µ2)/(µ2 − µ2
1) (from Eq.

2.37) and v = 1 in Eq. 2.1. The mass distribution is in perfect agreement with that obtained

earlier [12] using generating function method. As a specific example, let us consider

φ(y) =
ya−1(1− y)b−1

B(a, b)
(2.39)

with B(a, b) =
∫ 1

0 x(a−1)(1− x)(b−1)dx = Γ(a)Γ(b)/Γ(a + b). The first moment is calculated

as

µ1 =
∫ 1

0
yφ(y)dy =

∫ 1

0

ya(1− y)b−1

B(a, b)
dy =

B(a + 1, b)
B(a, b)

,

=
Γ(a + 1)Γ(b)Γ(a + b)
Γ(a + b + 1)Γ(a)Γ(b)

=
a

(a + b)
, (2.40)

and the second moment is given by

µ2 =
∫ 1

0
y2φ(y)dy =

∫ 1

0

y(a+1)(1− y)b−1

B(a, b)
dy =

B(a + 2, b)
B(a, b)

,

=
Γ(a + 2)Γ(b)Γ(a + b)
Γ(a + b + 2)Γ(a)Γ(b)

=
ab

(a + b)2(a + b + 1)
+

a2

(a + b)2 . (2.41)

Thus, putting these two moments in the expression of η obtained by Zielen et. al we get

η = a + b. Corresponding mass distributions is in agreement with that obtained in [13].

For λ = 0 and p < 1, the generalized asymmetric MCM becomes the asymmetric random

average process [7, 12, 13]. Now, when y is uniformly distributed in [0, 1] the steady state is

not factorized and exact expression of P1(m) is not known [8]. However, since the two-point

correlations vanish [8], we assume the steady state to be nearly factorized and obtain P1(m),

a gamma distribution with η = 2/(4− 3p). We verified numerically that this simple form

agrees with the actual P1(m) remarkably well except for small m� ρ.

For generic λ and p and for a uniform φ(y) = 1 for y ∈ [0, 1], the steady state is not

factorized [14] and the spatial correlations in general are nonzero. Consequently, no closed

form expression of the mass distribution is known, except in a mean-field approximation for

λ = 1/2 and p = 0 [14]. However, the spatial correlations are small and gamma distribution

provides in general a good approximation of Pv(m). In Fig. 2.3 (a), P1(m) versus m is plotted

for λ = 1/2, ρ = 1 and for various p = 0, 0.8 and 1. One can see that P1(m) agrees quite

well with Eq. 2.1 with respective values of η = 2, 5, and 8. The deviation for small values of

m� ρ is an indication of the absence of strict factorization on the single-site level. In Fig. 2.3

(b), distribution Pv(m) of mass m in a subsystem of volume v = 10 is plotted as a function
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of m and it is in excellent agreement with Eq. 2.1 almost over five orders of magnitude. Note

that, although Eq. 2.2 does not strictly hold on the single-site level, it holds extremely well

for subsystems - a feature observed in these models for generic values of parameters.

2.3.2.2 Symmetric Mass Chipping Model

In symmetric MCM’s, with parallel update rules, a fraction λ of mass mi at site i is retained

at the site and fraction (1− λ) of the mass is randomly and symmetrically distributed to

the two nearest neighbor sites [14]: mi(t + 1) = λmi(t) + (1− λ)yi−1mi−1(t) + (1− λ)(1−
yi+1)mi+1(t) where yi uniformly distributed in [0, 1]. For λ = 0, the steady state is factorized

[14] and P1(m) is exactly given by Eq. 2.1 with η = 2. Clearly, when λ = 0, both symmetric

and asymmetric MCM’s with parallel updates result in η = 2, which explains why P1(m) in

these two cases are the same [14]. P1(m) with other update rules are not described by Eq. 2.1,

due to the presence of finite spatial correlations.

2.3.3 Mass Exchange Model (MEM)

Our results are also applicable to models of energy transport [42] and wealth distributions

[19–21, 43, 44] defined on a 1D periodic lattice of size L. Here, (1− λ) fraction of the sum

ms(t) = mi(t) + mi+1(t) of individual masses (equivalent to ‘energy’ or ‘wealth’) at nearest-

neighbor sites i and i + 1 is redistributed :

mi(t + dt) = λmi(t) + y(1− λ)ms(t) (2.42)

mi+1(t + dt) = λmi+1(t) + (1− y)(1− λ)ms(t) (2.43)

where y is uniformly distributed in [0, 1]. In this process the total mass remains conserved.

Squaring and taking average on both side of this equation at steady state and using the mean

field approximation 〈mimj〉 ≈ 〈mi〉〈mj〉 = ρ2, we get,

〈m2
i 〉 = λ2〈m2

i 〉+ 2λ(1− λ)〈y〉[〈m2
i 〉+ 〈mi〉2] + 〈y2〉(1− λ)2[2〈m2

i 〉+ 2〈mi〉2], (2.44)

= λ2〈m2
i 〉+ λ(1− λ)[〈m2

i 〉+ 〈mi〉2] +
2
3
(1− λ)2[〈m2

i 〉+ 〈mi〉2].

So, we get the second moment of single site mass mi,

〈m2
i 〉[1− λ2 − λ(1− λ)− 2

3
(1− λ)2] = [λ(1− λ) +

2
3
(1− λ)2]〈mi〉2,

[1 + λ− 2λ2]〈m2
i 〉 = [(1− λ)(λ + 2)]〈mi〉2,

〈m2
i 〉 =

(λ + 2)
(2λ + 1)

〈mi〉2. (2.45)
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Figure 2.4: Wealth distribution models: Single site mass distribution P1(m) [panel (a)], subsystem
mass distribution Pv(m) [panel (b)] vs. mass m with λ = 0.3 (red squares), 0.5 (magenta
triangles) and 0.7 (blue circles). Points - simulations, thick lines - gamma distributions (Eq.
2.1), for panel (a): ρ = 1, v = 1 and L = 1000 and panel (b): ρ = 1, v = 5 and L = 1000.

Thus we obtain the variance in single site mass mi as,

σ2
i = 〈m2

i 〉 − 〈mi〉2, (2.46)

=

[
(λ + 2)
(2λ + 1)

− 1
]

ρ2 =
(1− λ)

(2λ + 1)
ρ2 =

ρ2

η
,

where,

η(λ) = 1 +
3λ

(1− λ)
, (2.47)

which is in agreement with that found earlier numerically [21]. For λ = 0, i.e., Kipnis-

Marchioro-Presutti model in equilibrium [42], the steady state is factorized and P1(m) =

exp(−m/ρ)/ρ (with η = v = 1) is exact. For non-zero λ, as the spatial correlations are small,

the mass distributions, to a good approximation, are gamma distributions. In Fig. 2.4(a),

P1(m) versus m is plotted for λ = 0.3, 0.5 and 0.7 with ρ = 1 and L = 1000. Except for

m� ρ, P1(m) agrees well with Eq. 2.1. For a subsystem of size v = 5, the distribution Pv(m),

plotted in Fig. 2.4 (b) for the same parameter values as in the single-site case, are in excellent

agreement with Eq. 2.1 for almost over five orders of magnitude.

2.4 summary

In this work, we argue that subsystem mass fluctuation in driven systems, with mass conserv-

ing dynamics and short-ranged spatial correlations, can be characterized from the functional

dependence of variance of subsystem mass on its mean. As described in Eq. 2.2, such systems

43



could effectively be considered as a collection of statistically independent subsystems of sizes

much larger than correlation length, ensuring existence of an equilibriumlike chemical poten-

tial and consequently a fluctuation-response relation. This relation along with the functional

form of the variance, which can be calculated from the knowledge of only two-point spatial

correlations, uniquely determines the subsystem mass distribution. We demonstrate the re-

sult in a broad class of mass transport models where the variance of the subsystem mass is

shown to be proportional to the square of its mean - consequently the mass distributions are

gamma distributions which have been observed in the past in different contexts. From a gen-

eral perspective, this work could provide valuable insights in formulating a nonequilibrium

thermodynamics for driven systems.
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3
Z E R O T H L AW O F T H E R M O D Y N A M I C S F O R N O N E Q U I L I B R I U M

S T E A D Y S TAT E S I N C O N TA C T

3.1 introduction

Zeroth law is the cornerstone of equilibrium thermodynamics. It states that, if two systems

are separately in equilibrium with a third one, they are also in equilibrium with each other

[45]. An immediate consequence of the zeroth law is the existence of state functions - a

set of intensive thermodynamic variables (ITV) which equalize for two systems in contact.

For example, if two systems are allowed to exchange a conserved quantity, say mass, they

eventually achieve equilibrium where chemical potential becomes uniform throughout the

combined systems. The striking feature of this thermodynamic structure is that all equilibrium

systems form equivalence classes where each class is specified by a particular ITV. Then a

system, an element of a particular class, is related to any other system in the class by a

property that they have the same value of the ITV.

We ask whether a similar thermodynamic characterization is possible in general for sys-

tems having a nonequilibrium steady state (NESS). Can equalization of an ITV, governing

“equilibration” between two steady state systems in contact, be used to construct such equiv-

alence classes? The answer is nontrivial; in fact, it is not even clear if such a formulation

is at all possible [24–26, 30, 31, 37, 46–51]. In this chapter, we find an affirmative answer to

this question, which can lead to a remarkable thermodynamic structure where a vast class

of systems having a NESS form equivalence classes, equilibrium systems of course included.

There have been extensive studies in the past to find a suitable statistical mechanical frame-

work for systems having a NESS [24–26, 30, 31, 35, 37, 46, 51–55]. Though the studies have not

yet converged to a universal picture, it has been realized that suitably chosen mass exchange

rates at the contact could possibly lead to proper formulation of a nonequilibrium thermo-

dynamics [31–33, 35, 36, 51]. An appropriate contact dynamics is crucial because, without it,

properties of mass fluctuations in a system would be different, depending on whether the

system is in contact (grandcanonical) or not in contact (canonical) with other system; in other

words, without an appropriate contact dynamics, canonical and grandcanonical ensembles
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would not be equivalent [33, 56]. The situation is analogous to that in equilibrium where

equivalence of ensembles, a basic tenet of equilibrium thermodynamics, is ensured by the

mass exchange rates which satisfy detailed balance with respect to the Boltzmann distribu-

tion. However in nonequilibrium, in the absence of a priori knowledge of microscopic steady

state structure, the intriguing questions, (a) whether there indeed exist a class of exchange

rates which could lead to the construction of a well-defined nonequilibrium thermodynamics

and (b) how the rates could be determined, are still unsettled.

Previous studies addressed some of these issues. However, the exact studies [35, 36] were

mostly confined to a special class of models, called zero range processes. These models have

product-measure or factorized steady state and therefore do not have any spatial correla-

tions. In other studies, a class of lattice gas models with nonzero spatial correlations were

considered [31, 32, 34, 37, 38] and, for some particular choice of mass exchange rates, zeroth

law was found to be obeyed. However, the mass exchange rates, even in the limit of slow ex-

change, alters the fluctuation properties of the individual systems, leading to the breakdown

of equivalence between canonical and grandcanonical ensembles.

In this chapter 1, we formulate necessary and sufficient condition for which equilibrium

thermodynamics can be consistently extended to weakly interacting nonequilibrium steady

state systems having nonzero spatial correlations. Under this condition, zeroth law is obeyed

and “equilibration” between two systems (labeled by α = 1, 2) in contact can be characterized

by equalization of an intensive thermodynamic variable which is inherently associated with

the respective isolated system. To obtain such a thermodynamic structure, we require the

following condition: Mass exchange from one system to the other should occur weakly across

the contact with the exchange rates satisfying

u12(ε)

u21(ε)
= e−∆F, (3.1)

a reminiscent of detailed balance condition in equilibrium. Here uαα′(ε) is the rate with which

a mass of size ε is transferred from system α to α′, and ∆F is the change in a nonequilibrium

free energy of the contact regions. In the limit of weak interaction between systems, the

mass exchange rates are not necessarily small, but only that the mass exchange process

do not affect the dynamics in the individual systems. Now, Eq. 3.1 requires a free energy

function inherent to individual isolated system to exist, which, we argue, is the case in a

system having short-ranged spatial correlations. This free energy function can in principle be

obtained from a fluctuation-response relation, analogous to fluctuation-dissipation theorems

in equilibrium.

1 The work reported here is based on the paper "Zeroth law of thermodynamics for nonequilibrium steady states
in contact", Sayani Chatterjee, Punyabrata Pradhan and P. K. Mohanty, Physical Review E, 91, 062136 (2015)
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The notion of weak interaction is crucial to construct a well-defined nonequilibrium ther-

modynamics. Also in equilibrium, one implicitly assumes weak interaction where interaction

energy between systems is taken to be vanishingly small so that bulk dynamics in an indi-

vidual system remain unaffected by the other system which may be put in contact with the

former. Likewise, weakly interacting nonequilibrium systems imply that dynamics in the

individual systems remain unaffected even when two systems are kept in contact. The weak

interaction limit, which essentially demands vanishing of correlations between two systems

across the contact, is however not guaranteed by mere slow exchange of masses and vice

versa. We demonstrate how the weak interaction limit can actually be achieved.

The organization of the chapter is as follows. In section 3.2.1, we discuss why an additivity

property as in Eq. 3.8 is required for constructing a well-defined thermodynamic structure for

nonequilibrium systems. In section 3.2.2, we show that the coarse-grained balance condition

(see Eq. 3.1) on mass exchange rates ensures the desired additivity property. In section 3.3,

through various previously studied models and their variants, we illustrate how the mass

exchange rates can be explicitly constructed so that the balance condition Eq. 3.1 is satisfied.

In section 3.4, we discuss that generic mass exchange rates, even in the limit of slow exchange,

leads to the breakdown of equivalence between canonical and grandcanonical ensembles. At

the end, in section 3.5 we summarize with a few concluding remarks and open issues.

3.2 theory

3.2.1 General considerations

Let us consider two systems α = 1, 2 of size Vα, having mass variables mα ≡ {mi ≥ 0}
defined at the sites i ∈ Vα. Each of the systems, while not in contact with each other (we

refer to the situation as canonical ensemble), has a nonequilibrium steady state distribution

Pα(mα) =
ωα(mα)

Wα(Mα, Vα)
δ

(
Mα − ∑

i∈Vα

mi

)
, (3.2)

where ωα(mα) is the steady state weight of a microscopic configuration mα and

Wα(Mα, Vα) =
∫

dmαωα(mα)δ

(
Mα − ∑

i∈Vα

mi

)
,

is the partition sum (
∫

dmα implies integral over all mass variables mi with i ∈ Vα). The

delta function ensures conservation of mass Mα = ∑i∈Vα
mi, or mass density ρα = Mα/Vα,

of individual systems. The microscopic weight ωα(mα) is the time-independent solution of

Master equation governing the time evolution of the system in the configuration space of mα
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and in most cases is not known. On the other hand, when the systems 1 and 2 are in contact,

mass exchange from one system to the other at the contact region breaks conservation of

M1,2 whereas the total mass M = M1 + M2 of the combined system remains conserved. We

refer this situation as a grandcanonical ensemble.

To have a consistent thermodynamic structure, it is necessary that individual systems

themselves have well defined canonical free energy functions, F1,2 for systems α = 1 or 2.

Moreover, this free energy function should not change due to the contact between the two

systems. That is, free energy of the combined system F = F1 + F2 is obtained by adding

the corresponding canonical free energies of the individual systems and the macrostate,

or the maximum probable state, is obtained by minimizing the total free energy function.

This additivity property has the following immediate consequences: (i) Equalization of an

intensive thermodynamic variable, (ii) a fluctuation-response relation and (iii) zeroth law; all

of them follows from standard statistical mechanics [45].

    

      

1,2
ξ

ξ

<< υ1/d

System 1 System 2

µ(t)µ (t)
υ1/d ξ1 21 2

u12

u21

Figure 3.1: Schematic representation: “Equilibration” of two steady state systems in contact. Intensive
thermodynamic variables µ1(t) and µ2(t), chemical potentials of systems 1 and 2 at time
t, eventually equalize in the steady state, µ1(t = ∞) = µ2(t = ∞). The size of the contact
region v1/d, v the volume of the contact region in d dimension, is much larger than the
individual correlation length ξα.

First we discuss the macroscopic properties of systems in canonical ensemble and how

a free energy function can be defined consistently for nonequilibrium systems. We con-

sider an individual system α divided into two subsystems, each of which being much

larger than spatial correlation length ξα and total mass Mα being conserved. As subsystems

much larger than the correlation lengths would be statistically independent in the thermo-

dynamic limit, the steady state subsystem mass distribution can be written as product of

some weight factors which depend only on mass of the individual subsystem [25, 35]. Thus,

when ξ1,2 � v � V1,2, we could view each individual system α composed of two statisti-

cally independent (apart from the constraint of total mass conservation provided by a delta

function) macroscopically large subsystems - contact region (of size v and mass Mc
α) and the
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rest, i.e., the bulk (of size Vα − v and mass Mb
α = Mα −Mc

α) - whose steady state weights are

factorized, i.e., product of two coarse-grained weights, as reflected in the partition sum

Wα(Mα, Vα) '
∫

dMc
αWα(Mα −Mc

α)Wα(Mc
α). (3.3)

Or equivalently, the joint probability distribution of subsystem masses will have a factorized

form

P(Mc
α, Mb

α) '
Wα(Mc

α)Wα(Mb
α)

Wα(Mα, Vα)
δ
(

Mα −Mc
α −Mb

α

)
=

e−[Fα(Mc
α)+Fα(Mb

α)]

e−Fα(Mα)
δ
(

Mα −Mc
α −Mb

α

)
, (3.4)

which is maximized to obtain macrostate of the systems (i.e., the maximum probable state).

These considerations immediately lead to the existence of a canonical free energy Fα ≡
− ln Wα in the steady state. The total steady state free energy Fα(Mα, Vα) of the two subsys-

tems is additive and is obtained by minimizing the sum of free energy of the bulk (of volume

V − v) and that of the contact region (of volume v),

Fα(Mα, Vα) = infMc
α
[Fα(Mc

α, v) + Fα(Mα −Mc
α, Vα − v)]. (3.5)

The additivity property in Eq. 3.4 and the above minimization of total free energy implies

existence of an intensive thermodynamic variable, called chemical potential,

µα(ρα) =
∂Fα

∂Mα
=

∂ fα

∂ρα
, (3.6)

which takes the same value for any subsystems (macroscopically large). In the above equa-

tion, we have defined a nonequilibrium free energy density function fα(ρα) = Fα/Vα.

It should be noted that the nonequilibrium free energy function is defined in such a way

that the principle of free energy minimization automatically holds. Interestingly, for a steady

state system having a conserved-mass, this free energy function as well as chemical potential

can be calculated from subsystem mass fluctuations (as illustrated later in various models)

and therefore has practical importance, e.g., describing phase coexistence [34, 40], etc.

We next consider grandcanonical ensemble - a situation where mass exchange takes place

between two systems through contact regions (see Fig. 3.1) each with volume v (taken same

for both systems for simplicity) which is much larger than finite spatial correlation length

ξα but otherwise arbitrary. We demand that the canonical description where M1 and M2

are individually conserved, must be equivalent to the grandcanonical ensemble where only

total mass M = M1 + M2 is conserved. That is, the microscopic weight of the combined
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system must be a product of the individual canonical microscopic weights and therefore the

probability of a microscopic configuration of the combined system should be given by

P(m1, m2) =
ω1(m1)ω2(m2)

W(M)
δ (M−M1 −M2) , (3.7)

with the the partition sum of the combined system being

W(M, V) =
∫

dM1W1(M1, V1)W2(M−M1, V2).

So the the joint distribution of individual system masses is also factorized and can be written

as the product of the individual canonical weights,

P(M1, M2) =
W1(M1, V1)W2(M2, V2)

W(M, V)

× δ (M−M1 −M2) , (3.8)

and thus additivity is ensured for the combined systems. That is, total free energy F(M, V) ≡
− ln W(M, V) of the combined system in the steady state is given by

F(M, V) = inf
M1

[F1(M1, V1) + F2(M−M1, V2)],

which is the sum of individual canonical free energies. This implies that the chemical poten-

tial equalizes upon contact, i.e., µ1(ρ1) = µ2(ρ2).

3.2.2 Proof of the balance condition

Now we show how, in the weak interaction limit, the balance condition in Eq. 3.1 ensures

additivity property in Eq. 3.8 - the main result of this work. Let mass exchange occur at

the contact with rate uαα′(ε) where a mass ε is transferred from system α to α′. The rate

may depend on both the mass values at the two contact regions (the mass dependence not

explicitly shown in uαα′). Mass conservation in the individual systems is then broken in this

process (Mα → Mα − ε and Mα′ → Mα′ + ε), generating a mass flow. To attain stationarity,

average mass current J12(ε) generated by all possible microscopic exchanges corresponding

the rates u12, where the chipped off mass ε flows from system 1 to 2, must be balanced by

the reverse current J21(ε). Though the net steady state current |Jαα′(ε) − Jα′α(ε)| from one

system to the other (across the contact) is exactly zero, the individual systems can still be far

away from equilibrium and can have nonzero steady state mass currents in the bulk.
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Since the total mass M = M1 + M2 of the combined system is conserved, the current

balance condition J12(ε) = J21(ε) can be written, using only one of the mass variables, say

M1, as

P(M1, M−M1)U12(M1, ε) = P(M1 − ε, M−M1 + ε)

× U21(M−M1 + ε, ε). (3.9)

Here Uαα′(x, y) is an effective rate with which mass yε is transferred from system α, having

mass x, to α′. The current balance, along with Eq. 3.8, gives

U12(M1, ε)

U21(M−M1 + ε, ε)
= e−∆F, (3.10)

where ∆F = ∑2
α=1(Fα|final − Fα|initial) difference in free energy of the combined system. Or

equivalently, we write the above ratio of effective exchange rates as

U12(M1, ε)

U21(M−M1 + ε, ε)
= e(µα−µα′ )ε, (3.11)

where µα = ∂Fα/∂Mα is a nonequilibrium chemical potential (see Eq. 3.6) which is inherently

associated with the individual system α.

Next we obtain a condition on the actual microscopic exchange rate u12(ε). We first use

the expression of current Jαα′(ε) = 〈uαα′〉 as the average mass transfer rate from system α to

α′ and write J12(ε) =
∫ ∫

dm1dm2P(m1, m2)u12(ε) as given below

J12(ε) =

[
2

∏
α=1

∫
dmα

]
P(m1, m2)u12(ε)δ(M−

2

∑
α=1

Mα)

=
1

W(M, V)

∫ ∫
dm1dm2ω1(m1)ω2(m2)u12(ε)

× δ

(
M1 − ∑

i∈V1

mi

)
δ

(
M2 − ∑

i∈V2

mi

)
δ(M−

2

∑
α=1

Mα)

' 1
W(M, V)

∫ ∫
dMc

1dMc
2u12W1(Mc

1)W2(Mc
2)

× W1(M1 −Mc
1, V1 − v)W2(M2 −Mc

2, V2 − v). (3.12)

In the last step, we inserted an identity
∫

dMc
αδ(Mc

α −∑i∈v mi) = 1, where v being denoted

here as the contact region in system α, and then used the factorization property,

∫
dmαwα(mα)δ

(
Mα − ∑

i∈Vα

mi

)
δ

(
Mc

α −∑
i∈v

mi

)
'Wα(Mc

α, v)Wα(Mα −Mc
α, Vα − v),
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as in Eq. 3.3. As demonstrated later in various models in section III, the above factorization

property is expected to be valid when the size of the contact region is much larger than the

spatial correlation length ξα in system α, i.e., when v � (ξα)d in d dimension. Then, after

some straightforward manipulations, we write U12(M1, ε) = J12(ε)/P(M1, M2) as

U12(M1, ε) =
∫

ε

∫
0

dMc
1dMc

2u12(ε)
2

∏
α=1

Wα(Mc
α)eµα Mc

α

Zα
, (3.13)

by using Eq. 3.8 and using the following equality

Wα(Mc
α)

Wα(Mα −Mc
α, Vα − v)

Wα(Mα, Vα)
=

Wα(Mc
α)eµα Mc

α

Zα

where Zα =
∫

dMc
α Wα(Mc

α) eµα Mc
α . Similarly, the effective reverse exchange rate, correspond-

ing to the transition {Mc
1 − ε, Mc

2 + ε} → {Mc
1, Mc

2}, can be written as

U21(M−M1 + ε, ε) = e(µ2−µ1)ε
∫

ε

∫
0

dMc
1dMc

2u21(ε)

× W1(Mc
1 − ε)eµ1 Mc

1

Z1

W2(Mc
2 + ε)eµ2 Mc

2

Z2
. (3.14)

Now, substituting Eqs. 3.13 and 3.14 in Eq. 3.11 and then by equating the integrals which is

valid for any functional form of weight factor Wα(m), we get the desired balance condition

as in Eq. 3.1,

u12

u21
=

W1(Mc
1 − ε)

W1(Mc
1)

W2(Mc
2 + ε)

W2(Mc
2)

= e−∆Fc
= e−∆F. (3.15)

In the last step, we used the free energy of the contact region Fc
α(Mc

α) = − ln Wα(Mc
α) and

equate the change in free energy at the contact ∆Fc = ∑2
α=1 ∆Fc

α to the change in total free

energy of the combined system ∆F. This is so since the total free energy F = ∑2
α=1(Fc

α + Fb
α )

can be written as a sum of bulk free energy Fb
α and contact free energy Fc

α where ∆Fb
α = 0 (i.e.,

changes occur only at the contact regions). It is important to note that the balance condition

holds only at the contact regions for mass transfer from one system to the other. However,

there is no detailed balancing in the bulk, except when both the systems are in equilibrium.

The balance condition in Eq. 3.15 is necessary and sufficient to ensure that the steady

state has the required product form as in Eq. 3.7. This is because any contact dynamics

which is constrained by the balance condition in Eq. 3.15 indeed satisfies Master equation

in the steady state as the mass-current balance condition J12(ε) = J21(ε), used for deriving

the balance condition Eq. 3.1, is nothing but the balancing of configuration-space current

occurring due to exchange of masses. This completes the proof.
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The contact dynamics Eq. 3.15 is a general one and does not uniquely specify the contact

dynamics (CD). We discuss two simple choices in this work, which are given below,

CD I : uαα′ = u0 p(ε)
Wc

α(Mc
α − ε)

Wc
α(Mc

α)
, (3.16)

CD II : uαα′ = u0 p(ε)Min{1, e−∆F}, (3.17)

where u0 an arbitrary constant (not necessarily small) and p(ε) is a probability that mass

ε is chosen for exchange. One should note that the limit u0 → 0 implies slow exchange

of masses. The case with u0 = 0 implies no exchange of masses, i.e., the systems are kept

isolated. The resemblance between the rate in Eq. 3.17 and the familiar Metropolis rate is

indeed striking. In equilibrium, Eq. 3.15 reduces to the condition of detailed balance, albeit

on a coarse-grained level. A similar notion of coarse-grained detailed balance was previously

envisaged in [36], though in the context of zero range processes which do not have any

spatial correlations.

What still remains to be done is to explicitly specify the exchange rates satisfying Eq.

3.15. This requires calculation of the subsystem weight factor Wα(m, v) in a particular sys-

tem of interest, which can be done following Ref. [57]. The Laplace transform W̃α(s, v) =∫ ∞
0 Wα(Mc

α) exp(−sMc
α)dMc

α of the subsystem weight factor can be written in terms of the

Laplace transform W̃α(s, Vα) =
∫ ∞

0 Wα(Mα, Vα) exp(−sMα)dMα of the individual canonical

partition sum Wα(Mα, Vα) as

W̃α(s, v) =
[
W̃α(s, Vα)

]v/Vα , (3.18)

in the limit Vα � v� ξd
α (in d dimensions). The partition sum Wα(Mα, Vα) can be calculated,

as follows, from a canonical fluctuation-response relation, i.e., subsystem mass fluctuation

when calculated in canonical ensemble with u0 = 0 is related to the change in density ρα in

response to the change in chemical potential µα (as in Eq. 3.6) as given below

dρα

dµα
= ψα(ρα), (3.19)

where, for subsystem volume v � ξd
α, the function ψα(ρα) = σ2

v /v with variance of sub-

system mass σ2
v = 〈(Mc

α)
2〉 − v2ρ2

α. The variance of subsystem mass in system α can be

calculated from the knowledge of correlation function cα(r) as σ2
v ' v ∑r=∞

r=−∞ cα(r) where

cα(r) = 〈mimi+r〉 − ρ2
α is the two-point correlation between masses at sites i and i + r [57].

We assumed here that the correlation function cα(r) is short-ranged or sufficiently rapidly

decaying function so that it is integrable, which is usually the case when there is no long-

ranged correlations in the systems. Therefore, once the functional dependence of ψα(ρα)

on the respective density is known, the partition sum for individual system Wα(Mα, Vα) =
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exp[−V fα(ρα)], fα(ρα) being nonequilibrium free energy density, can be obtained by first

integrating the fluctuation-response relation Eq. 3.19 w.r.t. density ρα and then integrating

chemical potential as given in Eq. 3.6. Then the subsystem weight factor Wα(m) can be ob-

tained, via inverse Laplace transform, from Eq. 3.18.

We emphasize here that, even when the detailed microscopic weight ωα(mα) is not known,

the subsystem weight factor Wα(m, v) can still be obtained, either analytically or numerically,

from the subsystem mass fluctuations or equivalently from the two-point spatial correlation

functions; this makes our formulation work both in theory and in practice.

3.3 models and illustrations

In this section, we illustrate our analytical results in nonequilibrium models studied exten-

sively in the past as well as in their variants. For each of these models, we analytically ob-

tain chemical potential µ(ρα) and the weight factor Wα(m) when the system is isolated (i.e.,

u0 = 0), and then we explicitly construct the mass exchange rates uαα′ so that they satisfy

the balance condition Eq. 3.15. Using these rates, we perform simulations (we use both the

contact dynamics I and II). Our simulations demonstrate that, when two systems are kept in

contact with unequal initial individual chemical potentials, they indeed “equilibrate” where

the chemical potentials associated with the respective isolated systems equalize in the final

steady state of the combined system.

3.3.1 Zero Range Processes

For completeness, we first consider zero range processes (ZRP) [10] which have a factorized

steady state (FSS). For ZRP, a well-defined thermodynamic structure has been previously

constructed [36]. Consider two systems α = 1, 2 where their steady state weights

ωα(mα) = ∏
i∈Vα

hα(mi)

are simply product of factors hα(mi), function of only single-site mass variable. The indi-

vidual systems exactly satisfy Eq. 3.3 with weights of contact region and the rest of system

being Wc
α = ( fα)v and Wb

α = ( fα)V−v, respectively. When mass exchange occurs either with

rate CD I (Eq. 3.16) or with rate CD II (Eq. 3.17), it is easy to check that the joint distribution,

which satisfies Master equation, is given by

P(m1, m2) ∝ ∏
α

∏
i∈Vα

exp[− fα(mi)],
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i.e., product of individual weight factors ωα(mα) with fα(mi) = − ln hα(mi). For FSS, Eq. 3.15

indeed reduces to detailed balancing at the contact, as found in [36].

3.3.2 Finite Range Processes

Now we consider a more general situation - keeping in contact systems having nonzero

spatial correlations. To this end, we introduce a broad class of analytically tractable models, for

simplicity in one dimension, where a particle (or mass of size ε) is transferred stochastically

from a site to one of its nearest-neighbors with rates depending on the discrete occupation

numbers (or continuous mass variables) of R neighboring sites. These models are direct

generalization of the zero range processes [41, 57] and are called here finite range processes,

with range R. These finite range mass transport processes have a clusterwise factorized

steady state (CFSS) where each weight factor depends on the occupation numbers (or mass

variables) mi (i ∈ R) of a cluster of size R. We consider two systems α = 1, 2,, for simplicity

on a one dimensional lattice of size L, where each system having a CFSS of form

ωα(mα) = ∏
i

gα(mi, mi+1, . . . , mi+R),

where gα a function of R + 1 mass or occupation variables at consecutive R + 1 sites. Clearly,

R = 0 corresponds to the factorized steady state (FSS). The CFSS could arise in a variety of

mass transport processes where mass chipping rate in the bulk satisfies certain conditions.

Below, we consider only the continuous mass CFSS.

Unlike ZRP, the joint distribution of masses is not factorized on the single-site level as

g(mi, mi+1, . . . , mi+R) is function of masses at R+ 1 sites and therefore generates finite spatial

correlations. In this work, mainly due to analytical tractability, we consider a special form of

g(mi, mi+1, . . . , mi+R) which is a homogeneous function,

g(Γmi, Γmi+1, . . . , Γmi+R) = Γδg(mi, mi+1, . . . , mi+R), (3.20)

with δ real. For this particular form, the two-point correlation function c(r) can be exactly
calculated. By rescaling of the mass variable mk = ρm′k, correlation of masses 〈mimi+r〉 at
sites i and i + r can be written, as 〈mimi+r〉 = A(r)ρ2 where

A(r) =
∏k
[∫ ∞

0 dm′kgk ({m′k}R)
]

m′im
′
i+rδ

(
∑k m′k − L

)
∏k
[∫ ∞

0 dm′kgk ({m′k}R)
]
(m′k, m′k+1)δ

(
∑k m′k − L

) , (3.21)

gk({m′k}R) ≡ g(mk, mk+1 . . . , mk+R) [57]. The function A(r) depends on relative distance r, but

is independent of ρ, and can be exactly calculated using a transfer matrix method [41]. Then

we obtain variance in a subsystem of size v as σ2
v = vρ2/η with η−1 = ∑∞

r=−∞[A(r)− 1]. Now
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the subsystem weight factor Wα(m) can be exactly calculated, using the method outlined in

the end of section II.B, to get a functional form of Wα(m) = mvηα−1.

In the case of nonzero spatial correlations, by considering a system in a coarse-grained

level, one can have physical insights into the role of the balance condition Eq. 3.1. Let us

divide a system α into να = Vα/v number of almost statistically independent subsystems of

equal volume v with subsystem masses labelled byMα ≡ {Mα,j}, provided that the spatial

correlation length ξα is much smaller than v1/d (in d dimensions). Then the joint probability

distribution of the subsystem masses of systems α are factorized:

P({M1,M2}) ∝ ∏
α

∏
j∈Vα

exp
[
−F(α)({Mα,j})

]
where free energy Fα = −∑j ln Wα(Mα,j) of system α is additive over the subsystems. Now

let two such systems 1 and 2 be kept in contact such that mass from one specific subsystem of

1 participate in a microscopic mass-exchange dynamics with its adjacent subsystem of 2 with

rates satisfying Eq. 3.15. In a coarse-grained level, as the subsystems could be considered as

sites, the systems effectively become a set of sites with an “FSS”, where mass exchange

occurs between two adjacent sites (here subsystems) with rates satisfying balance condition

Eq. 3.15, and therefore the additivity property in Eq. 3.8 holds exactly in the limit of large

subsystem volume v� ξ1,2.

Next, we discuss in detail a special case of the clusterwise factorized steady state with

R = 1.

3.3.3 Pair Factorized Steady State (PFSS)

To demonstrate that our results are valid even in the presence of nonzero spatial correlations,

we first consider two one-dimensional periodic lattices of Lα sites with continuous mass

variable mi ≥ 0 at sites i = 1, 2, . . . , Lα. The following mass conserving dynamics in the bulk

leads to a CFSS with R = 1, usually called pair factorized steady state (PFSS) [11], where

mass ε chosen from a distribution pb(ε) is chipped off from a site i and transferred to its

right neighbor with rate

ub
α(ε) = pb(ε)

gα(mi−1, mi − ε)

gα(mi−1, mi)

gα(mi − ε, mi+1)

gα(mi, mi+1)
, (3.22)

which depends on the masses at the departure site and its nearest neighbors, and on the

chipped-off mass ε. Since, in this case, mass-transfer happens in only one direction in the

bulk, there are nonzero bulk currents present in the individual systems. We consider ho-

mogenous gα(x, y) = Γ−δgα(Γx, Γy), for which one can exactly calculate ψα(ρα) = ρ2
α/ηα and
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Figure 3.2: "Equilibration" of steady states of two pair factorized models in contact: In (a)-(b), chemical
potentials µ1(t) and µ2(t) of systems 1 (red solid) and 2 (blue dotted) vs. rescaled time
u0t. µ1 and µ2, initially chosen to be different, eventually equalize. Densities (ρ1, ρ2) in
the final steady states are respectively (3.60, 5.40) in (a), (3.57, 5.43) in (b). In all cases,
p(ε) = pb(ε) = exp(−ε), u0 = 0.1 and v = 10.

values of ηα for various microscopic parameters [41]. Then following the method outlined

in section II.B, we analytically obtain Wα(m) = mvηα−1 and chemical potential µα = −ηα/ρα

where ηα depends on δ. When two such systems are kept in contact, mass conservation in in-

dividual system is broken and both density ρα(t) and corresponding chemical potential µα(t)

evolve until a stationarity is reached where the net mass current from one system to another

vanishes and densities are adjusted so that chemical potentials equalize. We simulate using

gα(x, y) = (xδ + yδ + cxγyδ−γ) and allow the two PFSS with η1 = 2 (δ = 1, c = 0) and η2 = 3

(δ = 2, c = 1, γ = 3/2) to exchange mass following CD I (and CD II in different simulations)

with u0 = 0.1, p(ε) = pb(ε) = exp(−ε) and L1 = L2 = 1000. The contact volume v = 10

is taken much larger than ξα which is here only about a couple of lattice spacings. Simula-

tions in Figs. 3.2(a) and 3.2(b) demonstrate that, starting from arbitrary initial densities, the

combined system reaches a stationary state where µ1 = µ2.

The equalization of an ITV, i.e., the above mentioned chemical potential, indeed implies

zeroth law which we verify next for three steady states having a PFSS: PFSS1 (δ = 1, c =

0; η1 = 2), PFSS2 (δ = 3, c = 0; η2 = 4) and PFSS3 (δ = 2, c = 1.0, γ = 3/2; η3 =

3) with CD I. First, PFSS1 with density ρ1 ' 3.60 and PFSS2 with density ρ2 ' 7.25 are

separately equilibrated with a third system PFSS3 with density ρ3 ' 5.37. Then, PFSS1 with

density ρ1 and PFSS2 with density ρ2 are brought into contact. The two resulting densities

after equilibration remain almost unchanged, confirming zeroth law. The zeroth law can be

similarly verified for CD II.
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3.3.4 Mass Exchange Models (MEM)

 0  15000

µ
1
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u0t

(a) MEM - MEM

(CD I)
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u0t

(b) MEM - MEM

(CD II)

Figure 3.3: "Equilibration" of steady states of two mass exchange models in contact: In (a)-(b), chem-
ical potentials µ1(t) and µ2(t) of systems 1 (red solid) and 2 (blue dotted) vs. rescaled
time u0t. µ1 and µ2, initially chosen to be different, eventually equalize. Densities (ρ1, ρ2)
in the final steady states are respectively (5.31, 2.69) in (a), (5.32, 2.68) in (b). In all cases,
p(ε) = pb(ε) = exp(−ε), u0 = 0.1 and v = 1.

There are numerous examples [6–8, 12, 14], where nonequilibrium processes with a conserved-

mass show short-ranged spatial correlations, but the exact steady state structures are not

known. How does one find a contact dynamics which ensures Eq. 3.8 in these cases? We

address the question in a class of widely studied nonequilibrium mass transport processes

[19, 42, 43, 58], as another demonstration of how our formulation can be implemented in

practice. In these models, we call them mass exchange models (MEM), in one dimension the

continuous masses mi ≥ 0 and mi+1 ≥ 0 at randomly chosen nearest neighbors i and i + 1

respectively are updated from time t to t + dt as

mi(t + dt) = λαmi(t) + y(1− λα)msum(t),

mi+1(t + dt) = λαmi+1(t) + (1− y)(1− λα)msum(t), (3.23)

where, msum = mi + mi+1 is the sum of nearest neighbor masses, y is a random number

uniformly distributed in [0, 1], and 0 < λα < 1 a model dependent parameter. As the spatial

correlations are nonzero but very small, the subsystem weight factor in the steady states of

individual systems can be obtained, to a very good approximation, as Wα(m) = mvηα−1 with

ηα = (1 + 2λα)/(1− λα) [57]. In Fig. 3.3(a) and 3.3(b), we observe equalization of chemical

potentials µ1(t) = −η1/ρ1(t) and µ2(t) = −η2/ρ2(t) (respective ITV in this case) of systems

1 and 2 respectively for both contact dynamics I and II and for u0 = 0.1, v = 1, L1 = L2 = 100
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and p(ε) = pb(ε) = exp(−ε). The zeroth law can be readily verified for MEM as done in the

case of PFSS.

3.3.5 Pair Factorized Steady State and Mass Exchange Models in contact

 0
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u0t

PFSS - MEM
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Figure 3.4: "Equilibration" of steady states of one pair factorized and one mass exchange model in
contact: chemical potentials µ1(t) and µ2(t) of systems 1 (PFSS, red solid) and 2 (MEM,
blue dotted) vs. rescaled time u0t. µ1 and µ2, initially chosen to be different, eventually
equalize. Densities (ρ1, ρ2) in the final steady states are (3.32, 6.68). In all cases, p(ε) =
pb(ε) = exp(−ε), u0 = 0.1 and v = 10

There is no particular difficulty when systems having different kind of bulk dynamics are

in contact; equilibration occurs as long as there is a common conserved quantity which is

exchanged following Eq. 3.15. We demonstrate this in Fig. 3.4, taking two systems, PFSS and

MEM, in contact where mass exchange dynamics at the contact is governed by CD I. In this

case, chemical potentials µ1(t) and µ2(t) eventually equalize and zeroth law follows.

3.4 equivalence of ensembles

In the previous section, we have demonstrated that, when two nonequilibrium systems with

short-ranged correlation are allowed to exchange a conserved quantity following a contact

dynamics conditioned by Eq. 3.1, they indeed evolve to a stationary state where an intensive

thermodynamic variable (ITV), which is inherently associated with the respective isolated

system, equalizes. In this thermodynamic construction, zeroth law is obeyed and, at the

same time, equivalence of ensembles is also maintained. However, mere equalization of an

intensive thermodynamic variable, or validity of zeroth law, does not guarantee the balance
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condition Eq. 3.1 and is not enough to construct a consistent nonequilibrium thermodynam-

ics. This is because the ITV which equalizes for systems in grandcanonical ensemble is not

necessarily the ITV defined (using additivity property Eq. 3.4) for individual isolated sys-

tems in canonical ensemble. To construct a well-defined thermodynamic structure, one must

ensure that these two ITVs are indeed the same. That is, one requires that the combined sys-

tem (grandcanonical ensemble) is statistically equivalent to the individual isolated systems

(canonical ensemble).

The requirement of ensemble equivalence, which essentially demands that the contact dy-

namics must not alter the fluctuation properties in the individual systems, is nothing special

in nonequilibrium scenario; it has been an essential ingredient in constructing equilibrium

thermodynamics. The proposed balance condition Eq. 3.1 precisely ensures these two aspects

- in one hand, it ensures equalization of an intensive thermodynamic variable and, on the

other hand, it guarantees ensemble equivalence.

Unlike in equilibrium, when two nonequilibrium systems are brought into contact, the

final steady state of the combined system depends, in general, on the absolute values of

mass exchange rates, even if the ratio between forward and reverse exchange rates remains

unchanged. In these cases too, in the limit of slow mass exchange (u0 → 0) and weak interac-

tion, there could exist an ITV which equalizes upon contact. However, in spite of equalization

of an ITV, as we illustrate in the following subsections, the mass exchange rates which do not

satisfy the balance condition Eq. 3.1 lead to the breakdown of ensemble equivalence. That is,

mass fluctuation in the isolated systems can be different from that in the combined system

and, in that case, an equilibriumlike thermodynamic structure cannot be formulated.

In the examples given below, we consider weakly interacting lattice gases (driven and

nondriven both) which exchange masses infinitesimally slowly, i.e., u0 → 0. The limit of

slow exchange is useful in exactly calculating the mass fluctuations as the inhomogeneities

which could occur in the contact regions of the individual systems is avoided.

3.4.1 Lattice gases

We start with d-dimensional lattice gases with interacting particles, obeying hardcore exclu-

sion (at most one particle at a site). We consider periodic boundaries, though the following

analysis can be straightforwardly extended to other boundary conditions (e.g., reflecting

boundary, discussed in the case of nearest-neighbor- exclusion lattice gases in section IV.B).

Internal dynamics: Particles hop, from one site to its nearest neighbor, inside the individual

systems according to some specified rates, e.g., rates satisfying local detailed balance [59]

with respect to the Boltzmann distribution ∼ exp(−βE) where β inverse temperature, Eα

energy function of system α and E = E1 + E2 total energy. Mass exchange or contact dynamics:

60



The rate with which a particle at the contact region (which could be localized, even a point

or single-site contact or global contact) jumps from system α to α′, provided the contact site

in α is occupied and the contact site in α′ is unoccupied, is simply a constant u0 pα. There is

no additional constraint on these rates except that u0 → 0 so that particle exchange occurs

very slowly.

Since the transition rates overall do not satisfy detailed balance, the probability of a mi-

croscopic configuration of the combined system is not given by the Boltzmann distribution

∼ exp(−βE). The particle hopping rates inside the individual systems remain the same ir-

respective of two systems being in contact or not, which is necessary in realizing the weak

interaction limit (which, for a finite u0, is however not sufficient).

The joint probability distribution P(M1, M2) of particle numbers M1 and M2 of individual

systems, i.e., the large deviation function governing mass or particle-number fluctuations,

can be exactly calculated using the general recursion relation Eq. 3.9, with setting ε = 1 (i.e.,

one- particle transfer at a time), as

P(M1, M2) = P(0, M)∏
M1

U21(M2 + 1, 1)
U12(M1, 1)

δ(M−
2

∑
α=1

Mα)

= P(0, M)

[
e∑

M1
M1=0(ln U21−ln U12)

]
δ(M−

2

∑
α=1

Mα). (3.24)

Now writing the effective mass exchange rates U12 = u0 p1ρ1(1− ρ2) and U21 = u0 p2ρ2(1−
ρ1) and integrating over densities, the joint mass distribution can be exactly written in the

form as given below,

P(M1, M2) ∝ e−[V1 f1+V2 f2]δ(M−V1ρ1 −V2ρ2), (3.25)

where free energy densities f1 =
∫ ρ1

0 µ1dρ1 and f2 =
∫ ρ2

M/V1
µ2dρ2 with chemical potential

given by

µα(ρα) = ln pα + ln
ρα

1− ρα
. (3.26)

It is somewhat surprising that the joint mass distribution, as in Eq. 3.24 or 3.25, is actu-

ally independent of the internal dynamics in each systems. Moreover, the above free energy

and chemical potential are nothing but those of a noninteracting hardcore lattice gas. The

macrostate, or the maximum probable state, of the combined system with final steady state

densities in the individual systems can be obtained by minimizing the total free energy

F = V1 f1 + V2 f2, with the constraint V1ρ1 + V2ρ2 = constant. In other words, there exists an

intensive thermodynamic variable, we call chemical potential, which indeed equalizes upon

contact, i.e., µ1(ρ1) = µ2(ρ2). The equalization of chemical potential essentially signifies the
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steady state current balance between two systems across the contact as encoded in Eq. 3.9

and moreover this immediately leads to zeroth law under this particular contact dynamics.

However, in the above construction, clearly there is breakdown of equivalence between

canonical and grandcanonical ensembles and, therefore thermodynamically, the construction

is not well-defined. We observe that, in this case, the free energy and chemical potential are

not the same as those defined in canonical ensemble (see Eq. 3.4) when u0 = 0. In fact, in

the canonical ensemble, subsystem particle-number fluctuation in individual systems can

have nontrivial properties due to the presence of inter-particle interactions. But, with the

above contact dynamics, the particle-number fluctuation in the grandcanonical ensemble is

governed by a chemical potential of a noninteracting hardcore lattice gas (see Eq. 3.26), which

is so in spite of the presence of inter-particle interaction in the individual systems. The origin

of the discrepancy in fluctuations in the two cases with u0 = 0 and u0 → 0 lies in the fact that

mass exchange rates do not satisfy the balance condition Eq. 3.1, which drastically changes

the fluctuation properties of the systems in grandcanonical ensembles. That is, unless the

balance condition Eq. 3.1 is satisfied by the mass exchange rates, the cases with u0 = 0 and

u0 → 0 are always different.

For example, inequivalence of ensembles arises in the previous studies [31, 32, 34] where

two driven lattice gases are allowed to exchange particles with some exchange rates, which

were chosen on an ad hoc basis. To be specific, let us consider the systems studied in [34],

where two lattice gases - a nondriven lattice gas 1 and a driven lattice gas 2 (Katz- Lebowitz-

Spohn model [59]), are kept in contact. Particle hopping rates in the bulk as well as the

particle exchange rates across the contact both satisfy a local detailed balance [59]. In the

limit of slow mass exchange, the ratio of the effective transition rates was found, to a good

approximation, to be [34]
U12

U21
=

eµ1(ρ1)

eµ2(ρ2)
,

where µ1(ρ1) and µ2(ρ2) are functions of respective density. By substituting this ratio in Eq.

3.24 and then integrating over densities, one readily obtains the joint distribution P(M1, M2)

of particle numbers M1 and M2, which has exactly the same form as given in Eq. 3.25. Then,

minimizing total free energy function, one can identify µ1(ρ1) and µ2(ρ2) as chemical po-

tentials which equalize in the final steady state after the systems are brought into contact;

the equalization of this chemical potential was indeed verified through simulations in [34].

However, the microscopic exchange rates uαα′ have not been derived from the canonical

fluctuation-response relation Eq. 3.19 and therefore are not constrained by the balance con-

dition Eq. 3.1. Consequently, as in the previous example, these exchange rates lead to the

breakdown of ensemble equivalence. That is, free energy function and chemical potential

for systems in grandcanonical ensemble are not the same as those for isolated systems in

canonical ensemble.
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3.4.2 Lattice gases with nearest neighbor exclusion

Next we consider previously studied athermal hardcore lattice gases, in two dimensions,

with nearest neighbor exclusion (NNE) [37, 38]. We study the simplest case where particles

can be exchanged through a single-site or point-wise contact (v = 1) in each system, which

can be readily generalized to other cases, e.g, when particles are exchanged globally (v = V)

or in higher dimensions. The transition rates for particles hopping inside the individual

systems (irrespective of that they are isolated or in contact with each other) can be chosen

to be some specific nearest neighbor or next-nearest neighbor (or mixture of both) hopping

rates in the presence of a driving field D; details of these rates, which can be found in [37,

38], are omitted here as they are not explicitly required in the following analysis as long as

the systems exchange particles very slowly.

Let us keep two such lattice gases, systems α = 1 and 2, in contact with each other [37,

38] where particles are exchanged as follows. A site is called open if the site as well as all its

nearest neighbors are unoccupied. Provided the contact site, say in system 1, is occupied and

the contact site in system 2 is open, the particle from system 1 is transferred to system 2 with

rate u0 → 0. The joint distribution P(M1, M2) of masses M1 and M2 in the individual systems

can be straightforwardly calculated by substituting Uαα′(Mα, ε) = ρc
αρ

c,op
α′ (with ε = 1) in

Eq. 3.24 where ρc
α and ρ

c,op
α′ are probabilities that contact site is occupied in system α and

open in system α′, respectively. The probabilities ρc
α(xc, ρα) and ρ

c,op
α (xc, ρα) are, in principle,

functions of the location xc of the contact site as well as of the global density ρα in system α.

Then the joint distribution has the same form as given in Eq. 3.25 where free energy

densities can be written as f1(ρ1) =
∫ ρ1

0 µ1dρ1 and f2(ρ2) =
∫ ρ2

M/V1
µ2dρ2 with chemical

potentials given by

µα(ρα) = ln
(

ρc
α

ρ
c,op
α

)
. (3.27)

The macrostate is obtained by minimizing total free energy function F = V1 f1(ρ1) + V2 f2(ρ2)

with the constraint V1ρ1 + V2ρ2 = constant, leading to the existence of an intensive thermo-

dynamic variable, i.e., chemical potential, which indeed equalizes upon contact, µ1(ρ1) =

µ2(ρ2). However, the functional form of the chemical potentials does depend on the bound-

ary conditions. Because, a particular boundary condition can make the density profile nonuni-

form and, consequently, the quantities ρc
α(xc, ρα) and ρ

c,op
α (xc, ρα) not only depend on density

ρα but also on the location xc of the contact site.
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For example, in the case of periodic boundary condition and uniform bulk hopping rates

where the system remains homogeneous, chemical potential is given by

µα = ln
(

ρα

ρ
op
α

)
, (3.28)

where the density ρc
α(xc, ρα) = ρα at the contact site xc and the probability ρ

c,op
α (xc, ρα) =

ρ
c,op
α (ρα) of the contact site being open depends only on the bulk density ρα, i.e., both ρc

α and

ρ
c,op
α do not depend on the location xc of the contact. This is exactly the chemical potential

which was found in [37], using the concept of virtual exchange, for the pointwise (single-site

contact with v = 1) as well as for global exchanges (v = Vα = Vα′).

On the other hand, for hard-wall or reflecting boundary condition (e.g., periodic boundary

in x direction and two hard walls placed along x = 1 and x = L), the density profile becomes

nonuniform and the chemical potential then depends on where the contact site is located.

For example, if the contact site is located in the bulk, chemical potential has to be calculated

with respect to the density and probability of open site in the bulk. That is, even in these

cases of nonuniform systems, the existence of the above mentioned chemical potential would

then apparently restore an equilibriumlike thermodynamic structure, as formulated in [37,

38] where an ITV equalizes upon contact and zeroth law is obeyed.

In short, in all the above cases of weakly interacting NNE lattice gases with uniform

or nonuniform density profiles, there indeed exists, in the limit of slow exchange, an ITV

which equalizes upon contact and zeroth law is also obeyed. However, in each of these

cases - depending on the boundary conditions and the location of contact site, the functional

form of free energy and chemical potential of the individual systems in the grandcanonical

ensembles are different. Of course, they are not the same as those defined for the individual

isolated systems in canonical ensemble.

3.5 summary and discussion

In this chapter, we demonstrate that weakly interacting nonequilibrium systems, with short-

ranged spatial correlations and having a common conserved quantity, e.g., mass which is ex-

changed upon contact between two systems, have an equilibriumlike thermodynamic struc-

ture in steady state, provided the rates of mass exchange between two systems satisfy a

balance condition as given in Eq. 3.1. The size of the contact regions, otherwise arbitrary,

should be much larger than correlation lengths, therefore making the contact regions effec-

tively independent of the rest of the systems. The balance condition, reminiscent of equi-

librium detailed balance on a coarse-grained level, leads to zeroth law of thermodynamics

and fluctuation- response relations analogous to the equilibrium fluctuation- dissipation the-
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orems. In other words, for mass exchange rates satisfying the balance condition, one can

construct equivalence classes consisting of systems having a nonequilibrium steady state.

The systems in each class are specified by the value of an intensive thermodynamic variable,

inherently associated with the respective isolated systems, which does not change when any

two systems in the class are allowed to exchange mass according to Eq. 3.1.

Following are the two most important aspects in the present study. Firstly, we constructed

a well-defined thermodynamic structure, encompassing all (driven or nondriven) steady

state systems having nonzero, though short-ranged, spatial correlations. Secondly, we have

identified the notion of weak interaction in constructing such a thermodynamic structure.

Note the distinction between the limit of weak interaction and the limit of mere slow mass

exchange; the former essentially implies vanishing of spatial correlations between two sys-

tems while in contact (ensuring that there is no inhomogeneities at the contact regions) and,

moreover, leads to the additivity property as formulated in Eq. 3.8.

In equilibrium, the weak interaction limit directly translates into the infinitesimally small

interaction energy between two systems in contact, i.e., sum of the internal energies of the

individual systems equals to total internal energy of the combined system. However, in

nonequilibrium, the microscopic weights are not determined by energy function and there-

fore even zero interaction energy could lead to nonzero spatial correlations between two

systems while in contact, e.g., when mass exchange rates are finite or nonuniform. In princi-

ple, the weak interaction limit can be achieved by keeping the bulk transition rates (i.e., the

internal dynamics in the individual systems) unchanged, irrespective of whether the systems

are in contact with each other or they are isolated. In weak interaction limit, the systems can

exchange mass at finite rate, i.e., weak interaction is possible even when mass exchange rates

are finite.

This thermodynamic construction based on additivity may not be valid for the systems

having a slow decaying long-ranged spatial correlation, e.g., two-point correlation function

decaying as 1/rd (or slower) in d dimensions, which has been observed in a large class of

driven systems [60, 61]. In that case, the correlation function is not integrable and therefore

the additivity property in Eq. 3.3 presumably breaks down, implying that the fluctuation-

response relation in Eq. 3.19 may not exist. Nevertheless, as we demonstrated in this chapter,

the results will be applicable to a still wide class of driven systems which have short-ranged

correlations. Moreover, even in the presence of long-ranged correlations when the strength

of the correlations is weak, the additivity property, to a good approximation, could hold.

This possibly explains why driven lattice gases, such as KLS models studied in Refs. [30–32,

37], admit an approximate free energy and chemical potential, thus providing a quite good

description of various steady state properties - including description of phase transitions

[34] - albeit only in the limit of weak interaction.
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It is important to note that the slow exchange of masses do not necessarily imply weak

interaction. For example, the nonuniformly driven athermal lattice gas studied in [38] is one

where the system is not actually weakly interacting, even when mass exchange rates are

vanishingly small or slow. In a realistic scenario, finite interaction may be present between

two systems while in contact. As an open issue, it remains to be seen whether, in the case

of finite interaction, there exists an intensive thermodynamic variable which would equalize

upon contact. Also, it would be interesting to explore the validity of additivity property in

systems having boundary layers or hard walls, as their presence could alter the fluctuations

in the bulk of a system which is otherwise isolated. A related open question [31] is whether

the thermodynamic structure based on additivity could be used to connect various physical

observables, such as mechanical pressure on a wall [62, 63] or statistical forces on a probe

[64], to an intensive thermodynamic variable such as chemical potential. Though addressing

these issues in full generality remains a formidable challenge, it would be worthwhile to

identify a particular class of driven systems, if any, where connection between ’mechanics’

and nonequilibrium thermodynamics could be established on a firmer ground.

We end the discussion with a concluding remark. The problem of constructing a well-

defined thermodynamic structure in nonequilibrium, even when spatial correlations are

short-ranged, is more subtle than that in equilibrium as, in nonequilibrium, zeroth law alone

cannot ensure an equivalence class. Even when zeroth law holds, nonequilibrium ensem-

bles (canonical and grandcanonical) may not be equivalent as the fluctuation properties of

systems in grandcanonical ensemble depend on the details of contact dynamics as well as

the boundary conditions - which gives insights into the conceptual difficulties in construct-

ing a nonequilibrium thermodynamics, e.g., as attempted in [31–33, 37, 38]. In this scenario,

our study provides a general prescription for dynamically generating different equivalent

nonequilibrium ensembles and could thus help in formulating a well-defined nonequilib-

rium thermodynamics for driven systems in general.
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4
S TAT I C A N D D Y N A M I C C H A R A C T E R I Z AT I O N O F C O N S E RV E D

L AT T I C E G A S E S E X H I B I T I N G A B S O R B I N G P H A S E T R A N S I T I O N

4.1 introduction

Absorbing phase transition in conserved lattice gases is one of the well known nonequi-

librium critical phenomena, studied intensively in the last two decades. Due to dynamical

constraint, these conserved lattice gases cannot get out of some states (once they are reached),

which are called absorbing states of the system; other states are called active states. Absorb-

ing to active phase transition is observed upon tuning a parameter, e.g., global particle-

number density. Sandpiles were proposed three decades ago as paradigmatic models of

"self-organized criticality" (SOC) [65–70] to explain the scale free structure of nature like

mountain ranges, river networks, power law distributed activity in earthquake phenomena.

Since then, they continued to capture the imagination of physicists and mathematicians alike

[71–75]. Sandpiles are defined on discrete lattice sites, associated with discrete nonnegative

particles. The dynamics is usually governed by toppling events, where total number of par-

ticles is not conserved. In the original models, sandpiles are externally driven very slowly by

adding a single particle with dissipation at the boundary. Here, slow drive means the time

interval between consecutive addition of two particles is large enough so that avalanche of

toppling dynamics triggered by the first particle die before adding the next particle. A site

becomes active when particle number crosses a threshold value. So, these sandpile mod-

els are called threshold activated systems. Particles get transferred from active sites to their

nearest neighbors. Thus avalanche of activity propagates towards boundary of the system

and a particle is lost from boundary sites maintaining a stationary self organized critical

state with long-range spatial and temporal correlations. The spatial long-range correlation

show up in power law distributed avalanche sizes whereas the temporal one is responsible

for giving rise to 1/ f noise in frequency space. There have been extensive studies of time

dependent properties of various nonconserved sandpiles [65–68]. These studies mainly fo-

cus on avalanche size distribution and distribution of lifetime of an avalanche. Avalanche
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size is measured by the number of toppling occur after addition of a particle. In the critical

stationary state, avalanche size distribution has a power law scaling form

P(s) = s−τsF (s/s0), (4.1)

where τ is a positive exponent and s0 sets the cutoff on the power law behavior. But, this

cutoff, related to a characteristic length scale in the system, is due to finite size of the system.

So, in thermodynamic limit, avalanche size distribution becomes pure power law. Similar is

the case for lifetime distribution of an avalanche which has the finite size scaling form

P(t) = t−τtG(t/t0). (4.2)

Here, τt is another positive exponent. t0 ∼ Lz sets the characteristic time scale, where z is the

dynamic exponent. In infinite system size limit, this also shows a power law behavior and

thereby, at critical stationary state, system is scale free as it has no characteristic length and

time scale. Here, we describe various sandpile models and their universality classes.

BTW model: The BTW model [65, 66] is defined on a finite d-dimensional open boundary

lattice having ni number of particles at site i. When ni ≥ 2d, the site becomes active and

particles topple deterministically to the neighboring sites. Each of the 2d neighbors gets one

particle. When a boundary site topples, particle gets lost from the system. Once toppling

starts at a site after addition of a grain, topplings go on till all the sites become stable. BTW

sandpile obeys an abelian property, which tells that the final steady state is independent of

the order of the toppling occured in the system [76]. Numerical and analytical studies show

that the values of the avalanche exponents in two dimensions are given by: τs ≈ 1.22 and

τt ≈ 1.32 [77, 78].

Manna sandpile: Manna sandpile is defined on a d-dimensional lattice sites having ni num-

ber of particles at site i. The grains are lost at the boundary. Here the toppling rules are

stochastic [67]. Whenever ni ≥ 2, the site becomes active and 2 particles move independently

to any of the nearest neighbor with probability 1/2d. This model does not obey an abelian

property. Values of the avalanche exponents in two dimensions are τs ≈ 1.28 and τt ≈ 1.47

[67].

Oslo ricepile model: The motivation behind this model came from a real ricepile experiment

[68]. Oslo ricepile model is defined on a d-dimensional lattice having ni number of elongated

particles at site i. Here the toppling rules involve deterministic equal transfer of particles to

2d nearest neighbors [68]. But here the critical height nc is stochastic. It could be either 1 or 2

with equal probability. When ni ≥ nc, the site becomes active and 2 particles move to nearest

neighbors. After toppling of a active site, the critical height of that site is reset. Values of the

avalanche exponents in two dimensions are τs ≈ 1.26 and τt ≈ 1.48 [80].
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From the above discussions, one may conclude that the BTW model has its own universal-

ity class whereas Manna sandpile and Oslo ricepile belong to Manna universality class [79,

80]. The difference of universality classes is due to the stochasticity in dynamics of Manna

and Oslo models.

SOC dynamics possesses two infinitely separated time scales and open boundaries, for

which analytical calculations become difficult. Moreover, translational invariance is also ab-

sent in these systems due to open boundary. To understand the self organized criticality

in more detail in terms of usual language of critical phenomena, people have proposed

conserved versions of sandpiles taking the drive rate and dissipation rate zero. Conserved

sandpiles are threshold-activated systems of lattice-gases, with sites having non-negative

mass or particles (or height) and boundary remaining closed. When number of particles at

a site crosses a threshold value, the site becomes active and a fixed number of particles

are transferred to its neighbors via toppling [81]. In this case, total mass remains constant,

without any loss or dissipation. However, local bulk-dynamics is the same as in the original

sandpiles. Interestingly, upon tuning global density ρ, conserved-mass sandpiles undergo a

continuous phase transition between active to absorbing phase at a critical density ρc [81–88].

Near criticality, they exhibit scale-invariant structures - reminiscent of that in sandpiles with-

out conservation and maintained at criticality through drive and dissipation [85]. In this case,

order parameter of the phase transition is defined as active site density a(ρ) . Near criticality,

systems possess scale invariant structure. There are many other models like Restricted Asym-

metric Simple Exclusion Processes (RASEP)[89], energy exchange models with activity [90],

which also exhibit active absorbing phase transition. There have been intensive studies on

universality classes for critical exponents e.g. , order parameter (activity) growth exponent

β with tuning parameter (ρ− ρc), correlation length growth exponent ν⊥ with system size

L, dynamic exponent z relating relaxation time tr and system size L etc. Indeed, sandpiles,

and the SOC, produced a wealth of results, through exact [91–96], numerical [67, 77, 84, 86,

97–106] and experimental studies [107, 108]; for reviews, see [85]. Yet, by and large, they

resisted attempts to construct a unified statistical mechanics framework. Various static and

dynamic properties of the CSS have been studied intensively in the past using simulations

[84, 86, 97–101, 104, 105] and continuum field theories [109–112]. However, particle-transport

and density-fluctuations, though at the heart of the problem, are far less studied [103–105,

113–115] and lacks general theoretical understanding. Not surprisingly, long-standing ques-

tion of universality, fiercely debated over past several decades, is not yet settled [69, 86, 102,

110–112, 116–125]. Indeed, it poses a formidable challenge to deal with the issues analytically,

precisely because such nonequilibrium many-body systems have nontrivial spatio-temporal

correlations; in fact, (quasi-) steady-state probabilities of microscopic configurations are not

described by the Boltzmann-Gibbs distributions and a-priori not known. In this scenario, one

usually resorts to phenomenological field theories, based on symmetries and conservation
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laws, or to simulations. However, intricacies in simulations makes it hard to compare with

the theories available and hence to draw a definitive conclusion. Thus, it is highly desirable,

and quite pressing at this stage, to understand large-scale properties of sandpiles from the

underlying microscopic dynamics itself.

In our work, we proceed to characterize the active phase and the critical state of the sys-

tems through additivity and macroscopic fluctuation theory. We divide this chapter into two

broad sections. In the first section 4.2, we focus on the spatial properties of the systems

in the active region which remain uncultivated for ages. In this work, we wish to observe

whether our theory of additivity is applicable in the active phases of these models. We pro-

ceed to characterize these threshold activated systems through variance in coarse-grained

mass and obtain the subsystem mass distribution. In the second section 4.3, we construct

a hydrodynamic structure for a class of conserved manna sandpile systems and obtain an

equilibriumlike Einstein relation to hold for such systems. This analysis helps us to charac-

terize the scaling properties of the systems near criticality which help us to conclude that

Manna sandpiles do not belong to DP universality class. Lastly, in section 4.4, we summarize

the main findings of this work and make some concluding remarks.

4.2 additivity and particle number fluctuation in conserved lattice gases

In this section, we study particle number fluctuations in the theshold activated systems like

driven lattice gases, conserved stochastic sandpiles. When a system is in absorbing state,

there is no activity and consequently there is no mass fluctuation, i.e., scaled variance of sub-

system mass in the limit of large subsystem size is zero. On the other hand, when a system

is in active state, the scaled variance of subsystem mass remains nonzero. In this section, we

characterize, using additivity and corresponding fluctuation-response relation, mass fluctu-

ations in the active states for the following conserved lattice gases -

(i) Driven lattice gases having a PFSS, (Sec. 4.2.1)

(ii) Three variants of Manna fixed energy sandpile (FES) model in (Sec. 4.2.2.1), (Sec. 4.2.2.2),

and (Sec. 4.2.2.3),

(iii) Manna fixed energy sandpile with height restriction (FES-H) (Sec.4.2.2.4).
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4.2.1 Pair factorized steady state (PFSS)

We consider a pair factorized steady state (PFSS) defined on a one dimensional periodic

lattice of L sites having discrete mass (particle) variable mi. There is no hard-core exclusion

and total mass M = ∑i mi is conserved. The particle hopping rate is taken to be that given

in Eq. 2.19 and accordingly the steady-state probability weight is given by Eq. 2.20. As the

steady-state probability weight is not a product measure and depends on the masses of pair

of nearest neighbor pair of sites, this model has nonzero spatial correlation. Interestingly, for

g(x, y) = x + y, we have found that the system exhibits absorbing to active phase transition

at density ρ = 1/2. We study here the mass fluctuation, i.e., the scaled variance in subsys-

tem mass in the active phase using a recently developed transfer-matrix method [41]. If the

weight factor g(mi, mi+1) can be written as an inner product of two arbitrary 2 dimensional

vectors as

g(mi, mi+1) = 〈 f0(mi)| f1(mi+1)〉,

where 〈 f0(x)| = (x, 1) and 〈 f1(y)| = (1, y), the partition sum in grand canonical ensemble

could be written as Z = Tr[T(z)L]. Here T(z) is given by

T =
∞

∑
m=0

zm

m 1

m2 m

 .

So, for g(x, y) = x + y, the matrix T(z)

T =

∑∞
m=0 mzm ∑∞

m=0 zm

∑∞
m=0 m2zm ∑∞

m=0 mzm

 =

 z
(1−z)2

1
(1−z)

z(1+z)
(1−z)3

z
(1−z)2

 , (4.3)

whose eigenvalues of this matrix are λ±,

λ+ =
[z +

√
z(1 + z)]

(1− z)2 , (4.4)

λ− =
[z−

√
z(1 + z)]

(1− z)2 . (4.5)

In the thermodynamic limit for L → ∞, the particle density as a function of fugacity z is

given by

ρ(z) = z
∂

∂z
ln[λ+] =

z√
z(1 + z)

+
z

2[z +
√

z(1 + z)]
√

z(1 + z)
+

2z
(1− z)

. (4.6)

From Eq. 4.6, we can easily check that there is an absorbing phase transition below a critical

particle density ρ(z = 0) = ρc = 1/2. Taking the limit z → 0, we get an relation ρ− ρc =
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√
z/2. Using fluctuation-response relation as in Eq. 2.10, we get an expression of the scaled

variance σ2(z) = limv→∞ σ2
v /v as given below,

σ2 =
z√

z(1 + z)
+

z
2[z +

√
z(1 + z)]

√
z(1 + z)

+
2z

(1− z)
− z2(1 + 2z)

2
√

z(1 + z)
3

− 2z2
√

z(1 + z)
4z(1 + z)[z +

√
z(1 + z)]2

− z2(1 + 2z)
4z(1 + z)[z +

√
z(1 + z)]2

− z2(1 + 2z)
4[
√

z(1 + z)]3[z +
√

z(1 + z)]
+

2z2

(1− z)2 . (4.7)

It is evident that at criticality (z = 0, ρc = 1/2), the variance of subsystem mass becomes

zero as the dynamics of the system seizes to exist. Near criticality, the z → 0 limit gives

σ2(ρ) = (ρ−ρc)
2 .

Next we proceed to calculate the two-point spatial correlation function C(r) for this system

using the same transfer matrix T [41]. We have

C(0) = 〈m2
i 〉 − ρ2 =

Tr[T
′′
TL−1]

Tr[TL]
, r = 0 (4.8)

C(r) = 〈mimi+r〉 − ρ2 =
Tr[T

′
Tr−1T

′
TL−r−1]

Tr[TL]
, r > 0 (4.9)

where T
′
= dT/d(ln z) and T

′′
= d2T/d(ln z)2. Using Eqs. 4.8 and 4.6, we calculate the single

site variance as

C(0) =
1 + z[14 + 17z− 8

√
z(1 + z)]

4(1− z)2(1 + z)
. (4.10)

Similarly, we calculate the two-point correlation function using Eqs. 4.9 and 4.6 as

C(r) = −
[

z(1 + 4z + z2)

2(1− z)2 +
z(1 + z)2

16(1− z)2 −
z2(1 + z)

4
− (1 + 4z + z2)2

4(1 + z)(1− z)2

]
φr, (4.11)

where

φ =
λ−
λ+

=
z−

√
z(1 + z)

z +
√

z(1 + z)

gives the correlation length of the system ξ−1 = ln φ. Near criticality, at z → 0 limit, the

correlation length takes a form ξ ∼ 1
4(ρ−ρc)

and diverges as critical particle density is reached.

Thus the active absorbing phase transition turns out to be a continuous phase transition

occuring in this system. We calculate the scaled variance of subsystem particles number

using the correlation functions in Eq. 4.10 and 4.11 following σ2
v ' vC0 + 2(v − 1)C(1) +

2(v− 2)C(2) + · · ·+ 2C(v− 1) and we get back the scaled variance in Eq. 4.7.
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Figure 4.1: Two-point spatial correlation function C(r) is plotted as a function of distance r for differ-
ent particle density ρ � ρc. In top left panel: DLG-PFSS, in top right panel: Manna-FES,
in center left panel: Variant -I of Manna-FES, and in center right panel: Variant - II of
Manna-FES, in bottom panel: Manna-FES with height restriction.

It is difficult to explicitly obtain a closed form expression of the scaled variance of sub-

system mass as a function of particle density ρ as one has to invert Eqs. 4.6 and 4.7 to get

chemical potential µ as a function of density ρ, which however can be exactly done nu-

merically. In Fig. 4.1, upper left panel, we plot the two-point correlation function C(r) as a

function of the distance r for different particle densities ρ = 0.7 (green filled triangles with

solid line), 1.0 (red filled squares with solid line), and 2.0 (blue filled circles with solid line).
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In each case, points represent simulations and the solid line represents the analytical result

obtained from Eq. 4.6, 4.10, and 4.11. In Fig 4.2, we plot the scaled variance σ2 as a function

of particle density ρ for the DLG - PFSS (magenta circles with solid line), where magenta

circles represent the simulation data and the solid line is the exact computation of scaled

variance as a function of density with the help of Eq. 4.6 and 4.7. We see that in large particle

density limit, the scaled variance is proportional to the square of the particle density (the red

solid line represent the square of particle density).

4.2.2 Fixed energy sandpiles

4.2.2.1 Manna model of fixed energy sandpile (Manna-FES):

We consider a stochastic sandpile model defined on a periodic chain of L lattice sites [84]

where ith site has mi ≥ 0 particles. The total number of particles M = ∑L
i=1 mi remains

conserved and the particle density is given by ρ = M/L. A site i is said to be active if it

has number of particles greater than or equal to 2, i.e., mi ≥ 2. Otherwise the site is called

inactive. The dynamics involve the toppling of active sites with rate unity. When an active

site topples, it sends two particles independently to any of its nearest neighbor sites with

probability 1/2. This system undergoes an absorbing to active phase transition when the

particle density ρ is tuned. The critical particle density ρc has been reported to be 0.9488 [84].

We calculate in simulations the two-point spatial correlation function C(r) = 〈mimi+r〉− ρ2

for this model in active phase, i.e., for ρ � ρc . We find that this system has short-ranged

spatial correlation with correlation length ξ finite. In Fig. 4.1, upper right panel, we plot

the two-point correlation function C(r) as a function of the distance r for different particle

densities ρ = 0.99 (green filled triangles with solid line), 1.5 (red filled squares with solid

line), and 2.0 (blue filled circles with solid line) . This observation leads us to believe that

the system would obey the additivity property given in Eq. 2.2 in chapter 2. We take a sub-

system of size v � ξ and calculate the scaled variance in subsystem mass m̃ = ∑v
i=1 mi as

σ2 = σ2
v /v = 〈m̃2〉−〈m̃〉2

v for different ρ. As expected, the variance is zero in absorbing phase

and it becomes nonzero in active phase as particle number at a site becomes a fluctuating

quantity due to the toppling dynamics. We put down a mean field analysis to track the na-

ture of the variance in subsystem mass as a function of mass density.

Dynamics: Let us denote [1− δmi(t),0 − δmi(t),1] = âi, the occupation probability 〈(1− δmj,0 −
δmj,1)〉 = 〈âi〉 = ai, i.e. ai is the probability that a site i is atleast doubly occupied.
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mi(t + dt) =



mi(t)− 2 prob. âidt,

mi(t) + 1 prob. âi−1dt
2 ,

mi(t) + 1 prob. âi+1dt
2 ,

mi(t) + 2 prob. âi−1dt
4 ,

mi(t) + 2 prob. âi+1dt
4 ,

mi(t) prob. [1− (âi +
3âi−1

4 + 3âi+1
4 )dt],

(4.12)

We deal with steady-state averages throughout.

n-th moment equation: The time evolution of n-th moment 〈mn
i 〉 can be written as

〈mn
i (t + dt)〉 = 〈mn

i (t)〉 = 〈[mi(t)− 2]n〉âidt + 〈[mi(t) + 1]n〉 âi−1dt
2

+〈[mi(t) + 1]n〉 âi+1dt
2

+ 〈[mi(t) + 2]n〉 âi−1dt
4

+〈[mi(t) + 2]n〉 âi−1dt
4

+〈mn
i (t)〉[1− (âi + 3/4âi−1 + 3/4âi+1)dt]. (4.13)

2nd moment equation: Putting n = 2 in the above Eq. 4.13, we get,

〈m2
i 〉 = [〈m2

i âi〉 − 4〈mi âi〉+ 4〈âi〉]dt + [〈m2
i âi−1〉+ 2〈mi âi−1〉

+〈âi−1〉]dt/2 + [〈m2
i âi+1〉+ 2〈mi âi+1〉

+〈âi+1〉]dt/2 + [〈m2
i âi−1〉+ 4〈mi âi−1〉

+4〈âi−1〉]dt/4 + [〈m2
i âi+1〉+ 4〈mi âi+1〉

+4〈âi+1〉]dt/4 + 〈m2
i 〉 − 〈m2

i (âi + 3/4âi−1 + 3/4âi+1)〉dt. (4.14)

We find that, the second moment 〈m2
i 〉 cancels out from the above equation. Using mean

field approximation that all type of two-point correlation vanishes for i 6= j and using 〈mi〉 =
ρ, 〈miδmi ,1〉 = 〈δmi ,1〉 = p1(ρ), we get

7a + 4ρa− 4ρ + 4p1 = 0, (4.15)

which gives us an expression for the occupation probability a(ρ) as following,

a(ρ) =
4(ρ− p1)

(7 + 4ρ)
. (4.16)
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From the above equation of activity, it is evident that at criticality, the activity vanishes, i.e.,

a(ρc) = 0. Though the functional form of p1(ρ) remains undetermined, the vanishing activity

at criticality gives the critical mass density

ρc = p1(ρc). (4.17)

3rd moment equation: Putting n = 3 in the above Eq. 4.13, we get,

〈m3
i 〉 = [〈m3

i âi〉 − 6〈m2
i âi〉+ 12〈mi âi〉 − 8〈âi〉]dt (4.18)

+[〈m3
i âi−1〉+ 3〈m2

i âi−1〉+ 3〈mi âi−1〉+ 〈âi−1〉]dt/2

+[〈m3
i âi+1〉+ 3〈m2

i âi+1〉+ 3〈mi âi+1〉+ 〈âi+1〉]dt/2

+[〈m3
i âi−1〉+ 6〈m2

i âi−1〉+ 12〈mi âi−1〉+ 8〈âi−1〉]dt/4

+[〈m3
i âi+1〉+ 6〈m2

i âi+1〉+ 12〈mi âi+1〉+ 8〈âi+1〉]dt/4

+〈m3
i 〉 − 〈m3

i (âi + 3/4âi−1 + 3/4âi+1)〉dt.

We find that, the third moment 〈m3
i 〉 cancels out from the above equation. Under mean field

approximation, we get,

(6− 6a)〈m2
i 〉 = (9a + 12)ρ− 3a− 6p1. (4.19)

Replacing a(ρ) using Eq. 4.16, we get,

〈m2
i 〉 =

(14ρ2 − 10ρp1 + 12ρ− 5p1)

7 + 4p1
. (4.20)

So, we calculate variance in single site mass σ2
1 = 〈m2〉 − ρ2 as

σ2
1 =

(7− 4p1)ρ
2 + (12− 10p1)ρ− 5p1

(7 + 4p1)

=
(ρ− [

−(6−5p1)+
√

(6−5p1)2+5(7−4p1)

(7−4p1)
])(ρ− [

−(6−5p1)−
√

(6−5p1)2+5(7−4p1)

(7−4p1)
])

(4p1 + 7)
. (4.21)

Eq. 4.21 gives us the asymptotic feature of variance. It is indeed true that σ2 ∼ ρ2 when

ρ � ρc. On the other extreme, when system is at critical point ρc, σ2 becomes zero as the

system enters in its absorbing phase. The critical particle density ρc could be obtained by

making the numerator zero, which gives

ρc =
−[6− 5p1(ρc)] +

√
[6− 5p1(ρc)]2 + 5[7− 4p1(ρc)]

[7− 4p1(ρc)]
. (4.22)
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So, we get two equations for ρc, which are in fact identical. So, from Eq. 4.17 and 4.22, we

get another condition for criticality in terms of p1(ρc)

p1(ρc) =
−[6− 5p1(ρc)] +

√
[6− 5p1(ρc)]2 + 5[7− 4p1(ρc)]

[7− 4p1(ρc)]
. (4.23)

The two feasible solutions of the above equation for the probability p1(ρc) are 1 and (−7+
√

129)
8 ≈

0.545. So, the mean field analysis gives ρc = 1 or (−7+
√

129)
8 (≈ 0.545). At this stage, it

would be perhaps appropriate to take the larger value ρc = 1.

To demonstrate theoretically obtained results, in Fig 4.2, we plot the scaled variance σ2 as

a function of particle density ρ for the conserved Manna model (green circles with solid line),

and we see that in large particle density limit, the scaled variance is indeed proportional to

the square of the particle density (the red solid line represent the square of particle density).

We sketch a schematic calculation of subsystem mass distribution Pv(m) ∼ w(m) exp(µm)

assuming that additivity of Eq. 2.2 holds. We consider a simple form of scaled variance,

which may correspond to absorbing phase transition similar to Eq. 4.21,

σ2(ρ) ∼ c1ρ̃ + c2ρ̃2, (4.24)

where ρ̃ = ρ− ρc. We take c1 and c2 to be constant; they do not depend on ρ. Putting the

functional form of variance from the above equation in the fluctuation response relation Eq.

2.10 mentioned in chapter 2, we calculate the chemical potential as

µ(ρ) =
∫ dρ

σ2 + ln α,

=
∫ dρ̃

c1ρ̃ + c2ρ̃2 + ln α,

=
1
c2

∫ dρ̃

(ρ̃ + c3/2)2 − (c3/2)2 + ln α,

=
1
c1

ln
αρ̃

ρ̃ + c3
, (4.25)

where ln α is integration constant and c3 = c1/c2. The corresponding free energy is

f (ρ) =
∫

µdρ + β, β is integration constant

=
1
c1

∫
dρ̃ ln

αρ̃

ρ̃ + c3
+ β,

=
1
c1
[ρ̃ ln(αρ̃)− (ρ̃ + c3) ln(ρ̃ + c3)] + β. (4.26)
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Then we proceed to calculate the subsystem weight factor wv(m) which is needed to calculate

Pv(m). With the help of Eq. 4.26, we write the Laplace transform of wv(m) as [40]

w̃v(κ) =
∫

dmwv(m) exp(−κm) = e−λv(κ). (4.27)

Then, the function λv(κ) is a large deviation function in Laplace space and can be obtained

from Legendre transform of free energy density function f (ρ) [126],

λv(κ) = v
[
infρ{ f (ρ) + κρ}

]
= v[ f (ρ∗) + κρ∗], (4.28)

where ρ∗(κ) is the solution of κ = −µ(ρ∗) = − 1
c1

ln α(ρ∗−ρc)
[(ρ∗−ρc)+c3]

. It gives the saddle point ρ∗ in

the form

ρ∗ = ρc +
c3

αec1κ − 1
. (4.29)

Using Eq. 4.28 and 4.29, we have

λv(κ) = vρcκ − vc3κ + ln[(αec1κ − 1)vc3/c1 ] + const. (4.30)

Thus, the Laplace transform of weight factor is calculated as

w̃v(κ) = const.e−vρcκevc3κ[ec1(κ−κc) − 1]−vc3/c1

= const.e−vρcκ[1− exp{−c1(κ − κc)}]−vc3/c1 , (4.31)

where κc = − ln α
c1

. So, when κ → κc denoting the large ρ � ρc limit, in leading order of

(κ − κc) , w̃v(κ) is obtained as

w̃v(κ) ' const.(κ − κc)
−vc3/c1 , (4.32)

which is in the same form Eq. 2.17 in chapter 2 with η = c3/c1. So, inverse Laplace transform

gives the weight factor wv(m) = mvη−1 exp(mκc). Thus for large ρ� ρc, the subsystem mass

distribution is given by a gamma distribution

Pv(m) ∼ mvη−1 exp[µ(ρ)m], (4.33)

where the chemical potential µ(ρ) = −η/ρ for ρ� ρc.

4.2.2.2 Variant - I of the Manna model:

We introduce another stochastic sandpile model, which is a variant of the above Manna-FES

model. It is defined on a periodic chain of L lattice sites where ith site has mi ≥ 0 particles.
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The total number of particles M = ∑L
i=1 mi remains conserved and the particle density is

given by ρ = M/L. Each site has a threshold particle number m∗i which is either 2 or 3

with probability 1/2. A site is said to be active if it has mi ≥ m∗i ∈ [2, 3]. The dynamics

involve the toppling of active sites with rate unity. When an active site topples, it sends two

particles independently to any of its nearest neighbor sites with probability 1/2 and then

the threshold particle number of the toppling site is reset. This system also undergoes an

absorbing to active phase transition when the particle density ρ is tuned where the critical

particle density ρc ≈ 1.69.

Numerical calculation of two-point spatial correlation function C(r) = 〈mimi+r〉 − ρ2 for

this model in active phase shows that this system has short-ranged spatial correlation with

correlation length ξ finite. In Fig. 4.1, lower left panel, we plot the two-point correlation

function C(r) as a function of the distance r for different particle densities ρ = 3.0 (green

filled triangles with solid line), 4.0 (red filled squares with solid line), and 5.0 (blue filled

square with solid line). So, we expect additivity property given in Eq. 2.2 to hold for this

system. We take a subsystem of size v � ξ and calculate the scaled variance in subsystem

mass for different ρ. As expected, the variance is zero in absorbing states below the critical

particle density and it becomes nonzero in active phase. Our simulation shows that when

ρ is well above critical density, the scaled variance σ2 is proportional to the square of ρ. In

Fig 4.2, we plot the scaled variance σ2 as a function of particle density ρ for this new variant

of conserved Manna model (sky-blue triangles with solid line). Interestingly, for this model

also, the scaled variance is proportional to the square of particle density when ρ � ρc (the

corresponding simulation data go parallel with the red solid line representing ρ2).
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Figure 4.2: The scaled variance σ2
v /v = σ2 is plotted as a function of mass density ρ. In top panel,

for (i) DLG-PFSS, L = 5000, v = 20, points - simulations, solid line - exact computation
of scaled variance from Eq. 4.6 and 4.7 (ii) Manna-FES, L = 1000, v = 10, (iii) Variant - I
of Manna-FES, L = 1000, v = 10, and (iv) Variant - II of Manna-FES, L = 1000, v = 10;
points with solid line - simulations. Red solid line : ρ2. In bottom panel, for Manna-FES
with height restriction, L = 1000, v = 10, Points with solid line - simulations, green solid
line : (ρ− ρc)(2.0− ρ)

4.2.2.3 Variant - II of the Manna model:

We introduce a second variant of the above Manna-FES model. It is defined on a periodic

chain of L lattice sites where ith site has mi ≥ 0 particles. The total number of particles
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M = ∑L
i=1 mi remains conserved and the particle density is given by ρ = M/L. Each site has

a threshold particle number m∗i which is either 2 or 3 with probability 1/2. A site is said to

be active if it has mi ≥ m∗i ∈ [2, 3]. The dynamics involve the toppling of active sites with rate

unity. When an active site topples, it sends m∗i particles independently to any of its nearest

neighbor sites with probability 1/2 and then the threshold particle number of the toppling

site is reset. This system also undergoes an absorbing to active phase transition when the

particle density ρ is tuned where the critical particle density ρc ≈ 1.59.

Numerical calculation of two-point spatial correlation function C(r) = 〈mimi+r〉 − ρ2 for

this model in active phase shows that this system has short-ranged spatial correlation with

correlation length ξ finite. In Fig. 4.1, lower right panel, we plot the two-point correlation

function C(r) as a function of the distance r for different particle densities ρ = 2.0 (green

filled triangles with solid line), 3.0 (red filled squares with solid line), and 4.0 (blue filled

square with solid line). So, we expect additivity property given in Eq. 2.2 to hold for this

system. We take a subsystem of size v � ξ and calculate the scaled variance in subsystem

mass for different ρ. As expected, the variance is zero in absorbing states below the critical

particle density and it becomes nonzero in active phase. Our simulation shows that when ρ

is well above critical density, the scaled variance σ2 is proportional to the square of ρ. In Fig

4.2, we plot the scaled variance σ2 as a function of particle density ρ for this new variant of

conserved Manna model (yellow filled triangles with solid line). Interestingly, for this model

also, the scaled variance is proportional to the square of particle density when ρ � ρc (the

corresponding simulation data go parallel with the red solid line representing ρ2).

4.2.2.4 Manna fixed energy sandpile model with height restriction (FES-H):

We study Manna-FES with height restriction model introduced by Dickman et. al. [86]. It is

defined on a periodic chain of L lattice sites where ith site has mi ∈ 0, 1, 2 particles; i.e. each

site may harbour maximum 2 particles. The total number of particles M = ∑L
i=1 mi remains

conserved and the particle density is given by ρ = M/L. Each site has a threshold particle

number m∗i = 2. A site is said to be active if it has mi = m∗i = 2. The dynamics involve

the toppling of active sites. When an active site topples, it attempts to send two particles

independently to any of its nearest neighbor sites chosen with probability 1/2. The attempt

succeeds only if the particle number of the chosen neighboring site is mj < 2. Otherwise

the attempt fails and the particle to be toppled return back to the departing active site. This

system also undergoes an absorbing to active phase transition when the particle density ρ is

tuned where the critical particle density ρc ≈ 0.929 [86, 87].

Numerical calculation of two-point spatial correlation function C(r) = 〈mimi+r〉 − ρ2 for

this model in active phase shows that this system has short-ranged spatial correlation with

correlation length ξ finite. In Fig. 4.1, bottom panel, we plot the two-point correlation func-
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tion C(r) as a function of the distance r for different particle densities ρ = 0.96 (green filled

triangles with solid line), 1.1 (red filled squares with solid line), 1.5 (dark blue filled square

with solid line), 1.9 (black filled reverse triangle with solid line). Due to the height restriction

present in the system, single site mass fluctuation becomes lesser as mass density approaches

2. As ξ is finite, we expect additivity property given in Eq. 2.2 to hold for this system. We

take a subsystem of size v � ξ and calculate the scaled variance in subsystem mass for

different ρ. As expected, the variance is zero in absorbing states below the critical particle

density ρc. Then it becomes nonzero in active phase ρc < ρ < 2.0, and again the variance

starts decreasing to zero as the higher particle density limit ρ = 2 is reached. In Fig 4.2 bot-

tom panel, we plot the scaled variance σ2 as a function of particle density ρ for Manna-FES

with height restriction model (magenta filled squares with solid line). Looking at the feature

of the system, a trial function (ρ− ρc)(2− ρ) could be prescribed which fits well with the

simulation data at the right arm.

4.2.3 Subsystem particle number distribution in conserved lattice gases

We now numerically compute, by integrating the FR Eq. 2.10 to obtain µ(ρ) and f (ρ) [127],

probability Pv(m) ∼ exp[−vh(ρ̂)] of large deviation in subsystem particle density ρ̂ = m/v

in subsystem of size v where large deviation function (LDF) is h(ρ̂) = f (ρ̂) − µ(ρ)ρ̂, with

ρ being global density. However, the LDF has sub-leading corrections, which can also be

obtained here by taking the asymptotic form of σ2(ρ) ' ρ2/η, which is actually the case in

the limit of large density ρ � ρc, with η a model-dependent proportionality constant. This

particular asymptotic form is quite expected as these stochastic sandpiles, being defined in

a unbounded state-space, behaves somewhat like a ‘bose gas’, with repulsive interactions.

In other words, we have Pv(m) ' const. exp[−vh(ρ̂)]/m, where the correction term is a

1/m factor, at large m (which is effectively a gamma distribution), which means that large-

mass behavior of Pv(m), even at lower densities, is effectively determined by large-density

behavior of σ2(ρ).

In Fig. 4.3, we have plotted the subsystem particle-number distribution Pv(m) as function

of the subsystem particle-number m for DLG-PFSS for different particle densities ρ = 0.7

(green filled triangles), 1.0 (red filled squares), and 2.0 (blue filled circles). In the left panel,

the solid lines corresponding different particle densities represent the particle-number distri-

butions Pv(m) in Eq. 2.13. In the right panel, the solid lines corresponding different particle

densities represent the particle-number distributions Pv(m) in Eq. 2.13 with the logarithmic

correction term, which is gamma distribution as in Eq. 2.1.
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Figure 4.3: DLG-PFSS : The subsystem mass distribution Pv(m) is plotted as a function of subsystem
mass m for L = 5000, v = 20 and different mass density ρ. Left panel: the solid lines
represent Eq. 2.13; right panel: the solid lines represent Eq. 2.13 after incorporating a
correction term

In Fig. 4.4, we have plotted the subsystem particle-number distribution Pv(m) as function

of the subsystem particle-number m for Manna-FES for different particle densities ρ = 0.99

(green filled triangles), 1.5 (red filled squares), and 2.0 (blue filled circles). In the left panel,

the solid lines corresponding different particle densities represent the particle-number distri-

butions Pv(m) in Eq. 2.13. In the right panel, the solid lines corresponding different particle

densities represent the particle-number distributions Pv(m) in Eq. 2.13 with the logarithmic

correction term, which is very close to gamma distribution as in Eq. 2.1.
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Figure 4.4: Manna - FES: The subsystem mass distribution Pv(m) is plotted as a function of subsystem
mass m for L = 1000, v = 10 and different mass density ρ. Left panel: the solid lines
represent Eq. 2.13; right panel: the solid lines represent Eq. 2.13 after incorporating a
correction term

In Fig. 4.5, we have plotted the subsystem particle-number distribution Pv(m) as a func-

tion of the subsystem particle-number m for variant of Manna-FES - I for different particle

densities ρ = 3.0 (green filled triangles), 4.0 (red filled squares), and 5.0 (blue solid cir-
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cles). In the left panel, the solid lines corresponding different particle densities represent the

particle-number distributions Pv(m) in Eq. 2.13. In the right panel, the solid lines correspond-

ing different particle densities represent the particle-number distributions Pv(m) in Eq. 2.13

with a logarithmic correction term, which is indeed very close to gamma distribution in Eq.

2.1.
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Figure 4.5: Variant - I of Manna-FES: The subsystem mass distribution Pv(m) is plotted against sub-
system mass m for L = 1000, v = 10 and different mass density ρ.Left panel: the solid
lines represent Eq. 2.13, right panel: the solid lines represent Eq. 2.13 after incorporating
a correction term.
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Figure 4.6: Variant - II of Manna-FES: The subsystem mass distribution Pv(m) is plotted against sub-
system mass m for L = 1000, v = 10 and different mass density ρ. Left panel: the solid
lines represent Eq. 2.13, right panel: the solid lines represent Eq. 2.13 after incorporating
a correction term.

In Fig. 4.6, we have plotted the subsystem particle-number distribution Pv(m) as a func-

tion of the subsystem particle-number m for variant of Manna-FES - II for different particle

densities ρ = 2.0 (green filled triangles), 3.0 (red filled squares), and 4.0 (blue solid cir-

cles). In the left panel, the solid lines corresponding different particle densities represent the

particle-number distributions Pv(m) in Eq. 2.13. In the right panel, the solid lines correspond-
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ing different particle densities represent the particle-number distributions Pv(m) in Eq. 2.13

with a logarithmic correction term, which is indeed very close to gamma distribution in Eq.

2.1.

In Fig. 4.7, we have plotted the subsystem particle-number distribution Pv(m) as a func-

tion of the subsystem particle number m for Manna-FES with height restriction for various

particle densities. In the top left panel, the distribution is for ρ = 0.96, where magenta points

represent simulation data, magenta solid line represents the large deviation form obtained

assuming additivity (Eq. 2.1). As the system just enters into its active phase, one could

naively expect that there exist a collection of noninteracting particles which take part in the

dynamics and keep the system in active phase. The yellow solid line in the distribution plot

represents corresponding Poisson distribution

P(m) =
exp[−〈(m− vρc)〉]〈(m− vρc)〉m−vρc

(m− vρc)!
. (4.34)

However, contrary to the expectation, the system, which actually has spatial correlations at

this particle density ρ = 0.96 (Fig 4.1, last panel), the Poisson distribution is not a good

approximation for the particle number distribution. Interestingly, we find additivity holds

quite well though in this case. In top right panel, the distribution is for ρ = 1.1 with magenta

points for simulation data, magenta solid line for additivity. The yellow solid line represents

the Poisson distribution of collection of noninteracting particles given by Eq. 4.34. In this

case also, additivity provides a better approximation than Poisson distribution. In bottom

left panel, the particle number distribution is plotted for ρ = 1.5 where magenta points are

simulation data and magenta solid represents additivity. The yellow solid line represents

corresponding Gaussian distribution of the form

P(m) =
1√

2πσ2
exp

[
− (m− vρ)2

2σ2

]
, (4.35)

where σ2 is the variance in subsystem particle number obtained from numerical simulation.

In this case, particle number distribution is indeed Gaussian distribution and additivity ap-

proximates it quite well. Lastly, in bottom right panel, particle distribution is plotted for

ρ = 1.9 where magenta points are simulation data, magenta solid line is for additivity. In

this case, there exists a collection of noninteracting sites, we call them holes, having parti-

cle number less than the maximal occupancy number 2. The yellow solid line represents

corresponding hole distribution which is expected to be a Poisson distribution due to non-
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interacting behavior of the holes prominent from the corresponding two-point correlation in

Fig. 4.1, last panel. In this particular case, the Poisson distribution is of the form

P(m) =
exp[−〈(2v−m)〉]〈(2v−m)〉2v−m

(2v−m)!
. (4.36)

We find that additivity still gives a better approximation than the Poisson form.
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Figure 4.7: Manna-FES with height restriction: The subsystem mass distribution Pv(m) is plotted
against subsystem mass m for L = 1000, v = 10 and different mass density ρ; the green
solid lines represent Eq. 2.13, the yellow solid line represents corresponding Poisson or
Gaussian distributions.

Thus, in all of these models, we find that particle number distributions obtained from

simulations are in good agreement with the theoretical prediction from additivity and thus

validate additivity property in active phases in different driven lattice gases exhibiting ab-

sorbing phase transition.

In the next section, we proceed to characterize the critical scaling properties of a class of

manna sandpiles by obtaining a hydrodynamic descriptions of the conserved-mass Manna

sandpiles. The hydrodynamics obtained below strongly supports the results obtained using

additivity.
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4.3 hydrodynamics of fixed energy sandpiles

In this section 1, we obtain an exact hydrodynamic structure of the conserved Manna sand-

piles (For simplicity, let us rename this model as MS). We demonstrate that the MS possess a

’gradient property’ given by Eq.4.42, which we use to uncover a remarkable large-scale struc-

ture in the systems, with far-reaching consequences: There is an equilibriumlike Einstein

relation,

σ2(ρ) = lim
v→∞

(〈m2〉 − 〈m〉2)
v

=
χ(ρ)

D(ρ)
, (4.37)

which connects scaled variance [or compressibility as in Eq. 4.47] σ2(ρ) of particle-number, or

mass, m in a subsystem of volume v, the bulk-diffusion coefficient D(ρ) and the conductivity

χ(ρ). Here, the density-dependent transport coefficients D(ρ) and χ(ρ) are defined from

diffusive and drift currents,

Jdi f f = −D(ρ)
∂ρ

∂x
and Jdri f t = χ(ρ)F, (4.38)

respectively, where ∂ρ/∂x is spatial gradient in density and F is a small force applied in

the +ve x-direction. Most crucially, in our theory, the two transport coefficients D(ρ) and

χ(ρ) are related to a macroscopic observable like the activity a(ρ). Consequently, probability

distributions of subsystem mass is governed by an equilibriumlike chemical potential µ(ρ),

also related to the activity a(ρ). In particular, for the discrete MS (DMS), we have strikingly

simple relations

D(ρ) = a′(ρ), χ(ρ) = a(ρ), and µ(ρ) = ln a(ρ). (4.39)

To substantiate our claims, we first directly check the ER [Eq. 4.37] in simulations. Then

using the ER, we compute, in the DMS, probabilities of density large-deviations, and the

corresponding large deviation function. In all cases, we find good agreement between theory

and simulations.

The above hydrodynamic structure has important consequences on critical behaviors of

the MS. As ∆ = (ρ− ρc) → 0+, with ρc critical density, we obtain two remarkable scaling

relations listed following.

(i) Scaled variance σ2(ρ) ∼ (ρ − ρc)1−δ with exponent δ = 0; in the DMS near critical

point, σ2(ρ) = (ρ− ρc)/β where the proportionality constant is exactly 1/β (see inset

of Fig. 4.8), with β defined from critical behavior of the activity a(ρ) ∼ ∆β.

1 This section is based on the paper "Hydrodynamics, density fluctuations and universality in conserved Manna
sandpiles", Sayani Chatterjee, Arghya Das, and Punyabrata Pradhan, submitted
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(ii) Dynamical exponent z = 2 + (β− 1)/ν⊥ is expressed in terms of two static exponents

β and ν⊥; exponents z and ν⊥ are defined from critical behaviors of correlation length

ξ ∼ ∆−ν⊥ and relaxation time τr ∼ ξz.

Indeed, previous estimates of β, ν⊥ and z in a broad class of the CSS are in reasonably good

agreement with scaling relation (ii) [see Table 1]. Exponents β, ν⊥ and z (see Table 1) in

directed percolation (DP) [128, 129], having no conservation as such, violate (ii), implying

that the conserved MS (and, presumably, the CSS) belong to a distinct universality, not that

of DP.

4.3.1 Discrete Manna sandpiles (DMS) in one dimension

We consider the Manna sandpiles (MS), defined in the previous section 4.2.2.1 for simplicity,

on a one dimensional (1D) periodic lattice of L sites. In the discrete Manna sandpiles (DMS),

a site i is assigned an unbounded (unrestricted-height) integer variable mi = 0, 1, 2, . . . , called

number of particles. A site i is active if mi > 1. We consider here continuous-time dynamics

(random sequential update): A site is chosen at random from a list of Na number of active

sites present in the system and is toppled by independently transferring two particles to any

of its nearest neighbors, each with equal probability 1/2; then, these steps are repeated. Total

number of particles, or mass, M = ∑L
i=1 mi remains conserved, with density ρ = M/L fixed.

The activity in the system is quantified through active-site density a(ρ) = 〈Na〉/L, which

depends on density ρ. Critical density is found to be ρc ≈ 0.95 [84]. The dynamics of the

system is given in Eq. 4.12.

As discussed previously, the conductivity, along with the bulk-diffusion coefficient, plays a

crucial role in characterizing fluctuations in the MS. To calculate the conductivity, we define

a generalized (biased) version of the MS from the typical unbiased dynamics given by Eq.

4.12]. A constant biasing force ~F, coupled to the local particle-number is introduced in the

biased dynamics which accordingly modifies the particle-hopping rates in the MS [52, 130,

131]. During a toppling in the biased MS, two particles are transferred, still independently,

but each with unequal probabilities determined according to the transfer-direction of the

particle and the magnitude F of the biasing force field ~F = Fx̂ present along x̂ (similar to

stochastic dynamics of a particle of mass m in a gravitational field). So, it is less likely for a
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particle to go in the direction opposite to the biasing force. The stochastic time-evolution of

mi(t) in an infinitesimal time-interval dt can be written as

mi(t + dt) =



mi(t)− 2 prob. âi(cF
i,0 + cF

i,+ + cF
i,−)dt,

mi(t) + 1 prob. âi−1cF
i−1,0dt,

mi(t) + 1 prob. âi+1cF
i+1,0dt,

mi(t) + 2 prob. âi−1cF
i−1,+dt,

mi(t) + 2 prob. âi+1cF
i+1,−dt,

mi(t) prob. [1− Σdt],

(4.40)

where random variable âi = 1 if a site is active and âi = 0 otherwise, the modified (biased)

particle-hopping rates [52, 130, 131]

cF
i,α = cF=0

i,α exp

[
∑

j

∆eij

2

]
,

the original (unbiased) particle-hopping rates

cF=0
i,0 =

1
2

, cF=0
i,+ = cF=0

i,− =
1
4

,

and

Σ = [âi(cF
i,0 + cF

i,+ + cF
i,−) + âi−1cF

i−1,0 + âi+1cF
i+1,0 + âi−1cF

i−1,+ + âi+1cF
i+1,−].

Here, the modified rates cF
i,0, cF

i,+ and cF
i,− correspond to transfer of one particle to the left

and one to the right, that of both particles to the right and that of both particles to the left,

respectively and ∆eij = ∆mi→jF(j − i) is an ‘energy cost’ [52, 130, 131] for moving ∆mi→j

numbers of particles from site i to j (lattice spacing taken to be unity). The case with F = 0

corresponds to the unbiased DMS, which is of our interest here.

4.3.1.1 Hydrodynamics

First, to calculate conductivity, let us explicitly write, and then expand in linear order of

biasing force F (as in linear-response theory), the rates cF
i,0, cF

i,+ and cF
i,−, which correspond to
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the transfer of one particle to the left and one to the right, that of both particles to the right

and that of both particles to the left, respectively, as given below

cF
i,0 = cF=0

i,0 exp[(F− F)/2] =
1
2

,

cF
i,+ = cF=0

i,+ exp(2F/2) ' (1 + F)
4

,

cF
i,− = cF=0

i,− exp(−2F/2) ' (1− F)
4

. (4.41)

Now using the dynamical rules as in Eq. 4.40 , the infinitesimal-time evolution equation for

the first moment 〈mi〉 of mass at site i can be written as

〈mi(t + dt)〉 = 〈[mi(t)− 2]âi〉dt + 〈[mi(t) + 1]âi−1〉
dt
2

+〈[mi(t) + 1]âi+1〉
dt
2
+ (1 + F)〈[mi(t) + 2]âi−1〉

dt
4

+(1− F)〈[mi(t) + 2]âi+1〉
dt
4
+ 〈mi(t)(1− Σdt〉).

Thus we obtain the following time-evolution equation for local number-density 〈mi(t)〉 =
ρi(t),

∂ρi

∂t
= (ai−1 − 2ai + ai+1) + F

ai−1 − ai+1

2
, (4.42)

where the local activity 〈âi〉 = ai. Note that local diffusive current in Eq. 4.42 can be expressed

as gradient (discrete) of a local observable (ai here), which we call ‘gradient property’ [130].

As discussed below, the gradient property helps one to immediately identify bulk-diffusion

coefficient and conductivity in the DMS. It is expected that, in large spatio-temporal scales,

there would exist a local steady-state [130, 131], where local observable, such as ai ≡ a[ρi(t)],

is a slowly varying function of space and time and thus function of only local density ρi(t).

Consequently, taking continuum limit, Eq. 4.42 leads to the desired hydrodynamic evolution

of density field ρ(x, t) at position x and time t,

∂ρ(x, t)
∂t

=
∂2a(ρ)

∂x2 − F
∂a(ρ)

∂x
≡ − ∂J

∂x
, (4.43)

In the above equation, the local current J(ρ(x)) = Jdi f f + Jdri f t can be broken into two parts:

The diffusion current Jdi f f ≡ −D(ρ)∂ρ/∂x and the drift current Jdri f t ≡ χ(ρ)F with the

density-dependent bulk-diffusion coefficient and conductivity can be identified as

D(ρ) =
da
dρ
≡ a′(ρ) and χ(ρ) = a(ρ), (4.44)
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respectively. The hydrodynamic structure as derived in Eq. 4.43 is exact and is the first im-

portant result of this work, constituting the basis of the whole analysis here. Indeed, there

are certain similarities between Eq. 4.43 and the previously obtained coarse-grained field the-

ories [81, 110, 112]. However, there are important differences too: Eq. 4.43 here involves only

a single field variable, i.e., conserved density field ρ(x, t); the activity a[ρ(x, t)] is not treated

here as an independent field variable, rather it evolves through its (nonlinear) dependence

on density field.

4.3.1.2 Macroscopic fluctuation theory

Now following the prescription of recently developed macroscopic fluctuation theory (MFT)

[52, 130], the above hydrodynamics Eq. 4.43 can be readily used to characterize fluctuations,

on a coarse-grained level, in the unbiased system with F = 0, solely in terms of the two

transport coefficients D(ρ) and χ(ρ). To elaborate on this point, we consider a system, which

is divided into ν = L/l large subsystems of size l � L. Then the joint probability distribution

P [ρ̂1, ρ̂2, . . . , ρ̂ν] of the subsystem number-densities {ρ̂α = Mα/l}, with Mα being particle-

number in αth subsystem and α ∈ {1, 2, . . . , ν}, can be written as a product of subsystem

weight-factors [57],

P [{ρα}] '∏
α

exp[−{ f (ρ̂α)− f (ρ)− µ(ρ)(ρ̂α − ρ)}], (4.45)

with ρ = M/L being the global density. In a suitable coarse-grained limit, the joint distri-

bution can also be written as P ' exp{−H[ρ̂(x)]} where H[ρ(x)] =
∫

dx[ f (ρ̂(x))− f (ρ)−
µ(ρ)(ρ̂(x)− ρ)] with f (ρ) and µ(ρ) = d f /dρ being equilibriumlike free-energy density and

chemical potential, respectively. According to the MFT, free-energy density f (ρ) can be de-

termined by solving a Hamilton-Jacobi equation [52, 130],

∫
dx

∂

∂x

(
δH
δρ̂

)
χ(ρ̂)

∂

∂x

(
δH
δρ̂

)
−
∫

dx
δH
δρ̂

∂Jdi f f

∂x
= 0, (4.46)

implying f ′′(ρ) = (dµ/dρ) = D(ρ)/χ(ρ). Now, as the product form of joint subsystem mass

distribution P [{ρ̂α = Mα/l}] in Eq. 4.45 implies a fluctuation-response relation (FR) [57],

dρ

dµ
= σ2(ρ), (4.47)
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with σ2(ρ) = liml→∞(〈M2
α〉 − 〈Mα〉2)/l, we arrive at the ER Eq. 4.37. In the unbiased MS

with F = 0, we obtain, using D(ρ) = a′(ρ) and χ(ρ) = a(ρ), an alternative form of the ER,

relating mass-fluctuation and activity,

σ2(ρ) =
a(ρ)
a′(ρ)

. (4.48)

The ER Eq. 4.48 is the second important result of this work. By integrating dµ/dρ = a(ρ)/a′(ρ),

obtained from Eqs. (4.47) and (4.48), one immediately has an equilibriumlike chemical po-

tential µ(ρ) = ln a(ρ) + c, with c being arbitrary integration constant.
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Figure 4.8: Chemical potentials µ(ρ) =
∫ ρ

ρ0
a′(ρ)/a(ρ)dρ [red circles; integrating inverse of rhs of Eq.

4.48] and µ(ρ) =
∫ ρ

ρ0
1/σ2(ρ)dρ [magenta squares; integrating inverse of lhs of Eq. 4.48]

are plotted as a function of density ρ. Inset: Scaled variance σ2(ρ) vs. (ρ− ρc), is plotted
(magenta circles) where red line [theory, scaling relation (i)] represents σ2 = (ρ− ρc)/β,
with ρc ≈ 0.95 and β ≈ 0.42 [84].

In the following, we check the integrated form of the ER Eq. 4.48 [or, equivalently, Eq. 4.37].

We first calculate from simulations both the scaled variance σ2(ρ) and the activity a(ρ) as a

function of density ρ. Then we calculate chemical potential in two ways: µ(ρ) =
∫ ρ

ρ0
1/σ2dρ

and µ(ρ) =
∫ ρ

ρ0
a′(ρ)/a(ρ)dρ = [ln a(ρ)− ln a(ρ0)] by integrating, w.r.t. ρ, inverse of lhs and

rhs of Eq. 4.48, respectively. In Fig. 4.8, both the chemical potentials are plotted as a function

of ρ and are in excellent agreement with each other, thus verifying the ER for the DMS.
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4.3.1.3 Scaling relations

The above results have two important consequences on the near-critical behaviors of the

DMS.

1. Since chemical potential µ(ρ) = ln a(ρ) and the activity a(ρ) ∼ ∆β as ∆ = (ρ− ρc) →
0+, we obtain scaling relation (i) Scaled variance

σ2(ρ) ∼ ∆1−δ

of subsystem-mass near criticality is proportional to (ρ − ρc), with δ = 0 and the

proportionality constant is exactly 1/β. So, near criticality, the scaled variance is given

by

σ2(ρ) =
(ρ− ρc)

β
.

In the inset of Fig. 4.8, we plot scaled variance σ2(ρ) of subsystem mass as a function

of (ρ− ρc), which is in quite good agreement with simulations.

2. We obtain another scaling relation as follows. In the unbiased DMS, Eq. 4.43 with F = 0

leads to hydrodynamic evolution equation

∂ρ(x, t)
∂t

=
∂

∂x

[
D(ρ)

∂ρ

∂x

]
.

Now, a simple dimensional analysis would imply relaxation time

τr ∼
ξ2

D
∼ ξ

2+ (β−1)
ν⊥

with spatial correlation length

ξ ∼ ∆−ν⊥

and the bulk-diffusion coefficient

D(ρ) = a′(ρ) ∼ ∆β−1 ∼ ξ(1−β)/ν⊥ ,

both diverging at criticality. Defining dynamic exponent z as τr ∼ ξz, we obtain scaling

relation (ii),

z = 2 +
(β− 1)

ν⊥
,

where dynamic exponent z is expressed in terms of static exponents β and ν⊥, reminis-

cent of similar relations in equilibrium critical phenomena [132].
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Density large deviations.— We now numerically compute, by integrating the FR Eq. 4.47 to

obtain µ(ρ) and f (ρ) [127], probability Pv(m) ∼ exp[−vh(ρ̂)] of large deviation in coarse-

grained density ρ̂ = m/v in subsystem of size v where large deviation function (LDF) is

h(ρ̂) = f (ρ̂) − µ(ρ)ρ̂, with ρ being global density. However, the LDF having sub-leading

corrections, comes in the same form as discussed in the previous section 4.2.3.

Table 4.1: Previous estimates of z are compared with z, calculated from scaling relation (ii) [using
previously estimated static exponents β and ν⊥ in (ii)].

Models: Conserved stochastic sand-
piles (CSS) and directed percola-
tion (DP)

β ν⊥ z z from
scaling
relation
(ii)

1D unrestricted-height MS, from Ref.
[84]

0.42 1.81 1.66 1.68

2D unrestricted-height MS, from Ref.
[97]

0.64 0.82 1.57 1.56

1D restricted-height MS, from Ref.
[87]

0.29 1.36 1.50 1.48

2D restricted-height MS, from Ref.
[103]

0.64 0.82 1.51 1.56

1D conserved lattice gas (CLG),
from Ref. [98]

0.63 0.78 1.52 1.53

2D conserved threshold transfer
process (CTTP), from Table 1 in Ref.
[103]

0.64 0.80 1.53 1.55

1D DP, from Table 1 in Ref. [111] 0.28 1.10 1.58 1.35

2D DP, from Table 1 in Ref. [103] 0.58 0.73 1.77 1.42

4.3.2 Two dimensional (2D) Discrete Manna Sandpile (DMS)

Here we consider the discrete Manna sandpile on a periodic two dimensional lattice. The

particle dynamics is generalized in two dimension case. We define a set of random variable
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âi,j = 1 if a site is active and âi,j = 0 otherwise. Then, the time-evolution of mass mi,j(t) at

site (i, j) at time t can be written in an infinitesimal time-interval dt.

mi,j(t + dt) =



mi,j(t)− 2 prob. âi,jdt,

mi,j(t) + 1 prob.
3â(i−1),j

8 dt,

mi,j(t) + 1 prob.
3â(i+1),j

8 dt,

mi,j(t) + 1 prob.
3âi,(j−1)

8 dt,

mi,j(t) + 1 prob.
3âi,(j+1)

8 dt,

mi,j(t) + 2 prob.
â(i−1),j

16 dt,

mi,j(t) + 2 prob.
â(i+1),j

16 dt,

mi,j(t) + 2 prob.
âi,(j−1)

16 dt,

mi,j(t) + 2 prob.
âi,(j+1)

16 dt,

mi,j(t) prob. [1− Σdt]

(4.49)

where

Σ = âi,j +
3â(i−1),j

8
+

3â(i+1),j

8
+

3âi,(j−1)

8
+

3âi,(j+1)

8

+
â(i−1),j

16
+

â(i+1),j

16
+

âi,(j−1)

16
+

âi,(j+1)

16
. (4.50)

In the presence of the biasing force ~F = Fx̂ in +ve-x direction, the modified particle-

hopping [52, 130, 131] rates can be written as cF
i,j,α,α′ = cF=0

i,j,α,α′ exp
[
∑(i′,j′) F∆m(i,j)→(i′,j′)/2

]
,

where cF
i,j,α,α′ is the rate for the toppling event at an active site (i, j) where one particle goes
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to αth direction and the other to α′th direction, with α, α′ ∈ {+x̂,−x̂,+ŷ,−ŷ}. The rates can

be explicitly written in linear order of biasing force F as given below,

CF
i,j,+x,+x = CF=0

i,j,+x,+x exp(2F/2) ' (1 + F)
16

,

CF
i,j,−x,−x = CF=0

i,j,−x,−x exp(−2F/2) ' (1− F)
16

,

CF
i,j,+y,+y = CF=0

i,j,+y,+y =
1
16

,

CF
i,j,−y,−y = CF=0

i,j,−y,−y =
1
16

,

CF
i,j,+x,−x = CF=0

i,j,+x,−x exp[(F− F)/2] =
1
8

,

CF
i,j,+x,±y = CF=0

i,j,+x,±y exp(F/2) ' (1 + F/2)
8

,

CF
i,j,−x,±y = CF=0

i,j,−x,±y exp(−F/2) ' (1− F/2)
8

,

CF
i,j,+y,−y = CF=0

i,j,+y,−y =
1
8

.

Now, the typical dynamics of the biased system could be written in the following form.

mi,j(t + dt) =



mi,j(t)− 2 prob. âi,jdt,

mi,j(t) + 1 prob.
(3+F)â(i−1),j

8 dt,

mi,j(t) + 1 prob.
(3−F)â(i+1),j

8 dt,

mi,j(t) + 1 prob.
3âi,(j−1)

8 dt,

mi,j(t) + 1 prob.
3âi,(j+1)

8 dt,

mi,j(t) + 2 prob.
(1+F)â(i−1),j

16 dt,

mi,j(t) + 2 prob.
(1−F)â(i+1),j

16 dt,

mi,j(t) + 2 prob.
âi,(j−1)

16 dt,

mi,j(t) + 2 prob.
âi,(j+1)

16 dt,

mi,j(t) prob. [1− Σdt]

(4.51)

where

Σ = âi,j +
(3 + F)â(i−1),j

8
+

(3− F)â(i+1),j

8
+

3âi,(j−1)

8
+

3âi,(j+1)

8

+
(1 + F)â(i−1),j

16
+

(1− F)â(i+1),j

16
+

âi,(j−1)

16
+

âi,(j+1)

16
. (4.52)
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The local density variable ρi,j(t) = 〈mi,j(t)〉 at site (i, j) and time t evolves through the

following equation (which have ‘gradient property’),

dρi,j

dt
=

1
2

[
a(i+1),j − 2ai,j + a(i−1),j

]
+

1
2

[
ai,(j+1) − 2ai,j + ai,(j−1)

]
−F

4

[
a(i+1),j − a(i−1),j

]
, (4.53)

which, in continuum limit, leads to the desired hydrodynamic time-evolution equation for

density field ρ(~r, t) at position~r = {x, y} and time t,

∂ρ(~r, t)
∂t

=
1
2
∇2a(ρ)− 1

2
F

∂a(ρ)
∂x

≡ −∇.~J(ρ(~r)). (4.54)

In the above hydrodynamic equation, local current ~J = ~Jdi f f +~Jdri f t has two parts: diffusive

current ~Jdi f f = −(1/2)∇a(ρ) ≡ −D(ρ)∇ρ and drift current ~Jdri f t = χ(ρ)~F where bulk-

diffusion coefficient D(ρ) = a′(ρ)/2 and conductivity χ = a(ρ)/2; the two transport coeffi-

cients are density-dependent in general. Now, following macroscopic fluctuation theory [52,

130], as discussed in the case of the 1D DMS, we recover the Einstein relation (ER) in the 2D

DMS,

σ2(ρ) =
D(ρ)

χ(ρ)
=

a(ρ)
a′(ρ)

, (4.55)

and obtain an equilibriumlike chemical potential

µ(ρ) =
∫ ρ

ρ0

χ(ρ)

D(ρ)
dρ = ln a(ρ)− ln a(ρ0), (4.56)

where mass-fluctuation σ2(ρ) and chemical potential µ(ρ) in the 1D and 2D DMS have simi-

lar dependence on the activity a(ρ); the dependence of the activity a(ρ) on density ρ in the

1D and 2D DMS is of course different.

4.3.3 One dimensional (1D) Continuous Manna sandpile (CMS).

In this section, we briefly discuss the results in a continuous-mass version of the Manna

sandpile [120], which, for simplicity, is defined on a periodic one-dimensional lattice of L

sites with mi ≥ 0 being a continuous (and unbounded) mass variable assigned to site i;

generalization to higher dimensions is straightforward (similar to that for the DMS in Sec. II

in the SM). We consider here only continuous-time dynamics (random sequential updates).

Total mass M = ∑L
i=1 mi remains conserved in the process, with mass-density ρ = M/L fixed.

Provided mi ≥ 1, site i becomes active and topples with rate unity, by transferring a uniformly
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distributed random fraction yi ∈ [0, 1] of mass mi to its left nearest neighbor and the rest of

the mass to its right nearest neighbor. The system undergoes an active to absorbing phase

transition below a critical density ρc ≈ 0.66. The typical dynamics of this system is given in

the following.

mi(t + dt) =



mi(t)− yimi(t) prob. âidt,

mi(t) + yi+1mi+1(t) prob. âi+1dt,

mi(t) + ỹi−1mi−1(t) prob. âi−1dt,

mi(t) otherwise,

(4.57)

where random variable âi = 1 if a site is active and âi = 0 otherwise, ỹi = (1− yi).

To calculate the conductivity, we now bias the system by applying a small constant force
~F = Fx̂, which leads to the following evolution of mass mi(t) in infinitesimal time interval

dt,

mi(t + dt) =



mi(t)− yimi(t) prob. âicF
i dt,

mi(t) + yi+1mi+1(t) prob. âi+1cF
i+1dt,

mi(t) + ỹi−1mi−1(t) prob. âi−1cF
i−1dt,

mi(t) otherwise,

(4.58)

modified (biased) mass-transfer rates cF
i = cF=0

i exp
[
∑j ∆eij/2

]
from site i to nearest neigh-

bors, with the corresponding unbiased (F = 0) mass-transfer rates cF=0
i = 1, ∆eij = ∆mi→jF(j−

i) being an ’energy cost’ to transfer ∆mi→j amount of mass from site i to j. Now, by keeping

only the terms linear in biasing force F,

cF
i = âi

[
1 +

mi(1− 2yi)

2
F
]

, (4.59)

we arrive at the time-evolution equation of local mass-density 〈mi(t)〉 = ρi(t),

∂ρi

∂t
=
[
u(1)

i−1 − 2u(1)
i + u(1)

i+1

]
+ F

[
u(2)

i−1 − u(2)
i+1

]
, (4.60)

where we denote u(1)
i = 〈mi âi〉/2 and u(2)

i = 〈m2
i âi〉/12. Here, the ’gradient condition’ is still

satisfied by the time-evolution equation as the rhs can be written as gradients (discrete) of

the two local observables u(1) and u(2). Now, in large spatio-temporal scales where observ-

ables are slowly varying functions of space and time, local observables u(α) = u(α)[ρi(t)] ≡
u(α)[ρ(x, t)], with α = 1, 2, are functions of only local density ρ(x, t). Therefore, in the contin-
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uum limit, we obtain, from Eq. 4.60, the hydrodynamic evolution of density field ρ(x, t) at

position x and time t,

∂ρ(x, t)
∂t

=
∂2u(1)

∂x2 −
∂u(2)

∂x
≡ − ∂J

∂x
. (4.61)

In the above equation, local current J(ρ(x)) = Jdi f f + Jdri f t can be decomposed into two

parts: diffusive current Jdi f f = −∂2u(1)/∂x2 and drift current Jdri f t = u(2)F, leading to the

expressions for bulk-diffusion coefficient D(ρ) = du(1)/dρ and conductivity χ(ρ) = u(2),

both of which are density-dependent. Then, using macroscopic fluctuation theory [52, 130],

via Eqs. 4.45 and 4.46, we obtain an Einstein relation (ER), as in Eq. 4.37, between scaled

variance σ2(ρ) of subsystem mass, bulk-diffusion coefficient D(ρ) and conductivity χ(ρ).
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Figure 4.9: Chemical potentials µ(ρ) =
∫ ρ

ρ0
D(ρ)/χ(ρ)dρ, with D(ρ) = du(1)/dρ and χ(ρ) = u(2)(ρ),

and µ(ρ) =
∫ ρ

ρ0
1/σ2(ρ)dρ are plotted as function of density ρ [obtained by integrating

inverse of rhs and lhs of Eq. 4.37]. Inset: The scaled variance σ2(ρ) is plotted as a function
(ρ− ρc) with ρc ≈ 0.66 in the continuous Manna sandpile (CMS). Points - simulations, red
line - theory [scaling relation (ii) without theoretical determination of the proportionality
constant].

In Fig. 4.9, we have plotted chemical potentials µ(ρ) =
∫ ρ

ρ0
(1/σ2)dρ and µ(ρ) =

∫ ρ
ρ0
(D/χ)dρ,

obtained by numerically (simulations) calculating u(1)(ρ) [thus also du(1)/dρ) and u(2)(ρ)]

as a function of ρ and then numerically integrating the inverse of Eq. 4.37. Both chemical

potentials are in excellent agreement with each other, thus verifying the ER in Eq. 4.37] in

the CMS.
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Now, assuming that, near criticality, singularities in the quantities u(1)(ρ) = (1/L)∑i〈mi âi〉/2

and u(2)(ρ) = (1/L)∑i〈m2
i âi〉/12 come from the singular contribution of only the activity

a(ρ) ∼ (ρ− ρc)β, i.e., as ρ→ 0+,

u(1)(ρ) ' const.a(ρ) ; u(2)(ρ) ' const.a(ρ),

and we recover scaling relations (i) σ2(ρ) ∝ (ρ− ρc) and (ii) z = 2+ (β− 1)/ν⊥ as in the case

of the DMS. Here we use the ER in Eq. 4.37 and the fluctuation-response relation in Eq. 4.47

to have bulk-diffusion coefficient D(ρ) ∼ a′(ρ), conductivity χ(ρ) ∼ a(ρ), and consequently

chemical potential µ(ρ) =
∫

1/σ2dρ =
∫

D(ρ)/χ(ρ)dρ ∼ ln a(ρ). The above analysis is

however valid only near criticality. Note that, in the case of the CMS, the proportionality

constant in scaling relation (i) however could not be determined. In the inset of Fig. 4.9, we

plot scaled variance σ2(ρ) of subsystem mass as a function of (ρ− ρc), which is in quite good

agreement with simulations.

4.4 summary

We study a few threshold activated systems like fixed energy Manna sandpiles and its vari-

ants with continuous time dynamics. We demonstrate that these nonequilibrium steady state

systems possess a remarkable thermodynamic structure in active phase. We show, that equi-

libriumlike additivity property holds quite good in these systems as correlation length is

finite in active phases. It has been possible to analyse the unbounded fixed energy manna

sandpile under mean field approximation and show that scaled variance in mass is propor-

tional to square of the mass density. The reason behind of this particular asymptotic form

could be "Bose Gas" like behavior of these unbounded models. Thus, the large deviation

function for subsystem mass distribution could be estimated by gamma distribution. We

have checked our results through numerics. We also find that though the functional form of

scaled variance could not be obtained, the numerically obtained large deviation functions of

height restricted models are well approximated by the analytic form obtained using additiv-

ity.

We derive exact hydrodynamic structure of conserved-mass (fixed-energy) Manna sandpiles

(MS) with continuous-time dynamics (random sequential updates). Interestingly, the MS

possess a ’gradient property’, where local diffusive current and, therefore, time-evolution

of local densities [see rhs of Eq. 4.42], can be written as a gradient (discrete) of local ob-

servable like the activity. We use the gradient property, and recently developed macro-

scopic fluctuation theory (MFT) [52, 130], to uncover a remarkable thermodynamic struc-

ture, where bulk-diffusion coefficient D(ρ), conductivity χ(ρ) and mass fluctuations σ2(ρ)

are shown to be connected to the activity a(ρ), through an equilibriumlike Einstein relation
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σ2(ρ) = χ(ρ)/D(ρ) [Eq. 4.37]. In particular, in the discrete MS, we have strikingly simple

relations D(ρ) = a′(ρ), χ(ρ) = a(ρ) and σ2(ρ) = a(ρ)/a′(ρ). Moreover, we compute proba-

bilities of density large deviations, governed by an equilibriumlike chemical potential µ(ρ)

related again to the activity a(ρ). In the discrete MS, we have µ(ρ) = ln a(ρ). Our theoret-

ical results are in excellent agreement with simulations and can be generalized to higher

dimensions, the other CSS and other update rules (e.g., parallel update), etc.

This particular hydrodynamic structure has far-reaching consequences on critical behav-

iors of the conserved MS, through two scaling relations (i) and (ii), which, we believe, could

help settle the long-standing issue of universality in such systems. As evident from Table

1 in the SM, a broad class of the CSS - restricted-height MS [87], conserved lattice gases

(CLG) [98] and conserved threshold transfer processes (CTTP) [99–101] - all obey reasonably

well scaling relation (ii), which is manifestly violated for directed percolation (DP), without

any conservation law, thus ruling out DP universality for the conserved MS in particular and,

presumably, for the CSS in general. However, unlike the MS, many of the CSS, with bounded

state-space, can have ‘non-gradient’ structures in density evolution. The issue of putting the

latter assertion regarding universality in the CSS on a firmer ground requires further studies

and remains open, and intriguingly poised.
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5
S U M M A RY A N D C O N C L U S I O N S

• In this thesis work, we formulate a general statistical mechanics framework, which

helps us to characterize, in a consistent way, fluctuations in systems having a nonequi-

librium steady state. We have studied here conserved-mass transport processes, which

are in general governed by fragmentation, diffusion and coalescence of masses. We

verify that these conserved-mass transport processes obey an equilibriumlike additiv-

ity property, which implies that, if a system is divided into several large subsystems

(much larger than the correlation length in the system), the subsystems could be consid-

ered statistically almost independent of each other. In other words, the joint probability

of subsystem masses could then be written as product of some weight factors, which

depend on the individual subsystems and generalize the Boltzman-Gibbs weights to

nonequilibrium situations. Our main result says that, provided additivity holds, these

weight factors and, consequently, the steady-state distribution of mass in a large subsys-

tem can be determined from the functional dependence of variance of the subsystem

mass on its mean.

• Using additivity, we demonstrate why certain mass distributions, e.g., gammalike mass

distributions, arise in many of these mass transport processes, irrespective of different

dynamical rules in the systems. We show that, the common feature among a broad

class of conserved-mass transport processes is that the subsystem mass variance is

proportional to square of the average subsystem mass, which immediately implies

gammalike subsystem mass distributions.

• We formulate the criteria for nonequilibrium steady-state systems, having nonzero

spatial correlation, to obey zeroth law of thermodynamics. We find that when two

nonequilibrium steady-state systems are kept in contact and are allowed to exchange a

conserved quantity, say mass, the mass exchange rate between the two systems in con-

tact must obey a coarse-grained balance condition. A broad class of model systems are

explicitly shown to form equivalence classes with respect to an equilibriumlike chem-

ical potential. Our study provides a general prescription for dynamically generating
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different equivalent nonequilibrium ensembles and could thus help in formulating a

well-defined nonequilibrium thermodynamics for driven systems in general.

• Using additivity and consequent fluctuation-response relation, we characterize the ac-

tive phase of a broad class of conserved lattice gases, which exhibit active-absorbing

phase transition upon tuning global number density. In the active phase away from

criticality, for unbounded systems like conserved manna sandpiles and its variants,

the scaled variance of subsystem mass distribution is found to be approximately pro-

portional to square of the number density, which, along with additivity, immediately

implies a gammalike distribution for the subsystem masses. This theoretical prediction

has been verified in the simulations. We show, that even for conserved manna sand-

piles with height restriction, the additivity holds good to an extent and the subsystem

mass distribution is well approximated by the theoretical large deviation form obtained

from additivity. We also discover a gradient property in conserved mass Manna sand-

pile, which helps us to uncover a remarkable hydrodynamic structure. Using this hy-

drodynamic structure we show that an equilibriumlike Einstein relation holds for such

nonequilibrium systems. This thermodynamic structure also helps us to obtain certain

scaling relations, which provide a better understanding of active-absorbing phase tran-

sitions in such conserved stochastic sandpiles.

Overall, in this thesis work, we study a broad class of mass transport processes, which do not

satisfy detailed balance, have mass-conserving dynamics and short-ranged spatial correla-

tions (i.e., correlation length is finite). In all these processes, we find that the subsystem mass

distributions can be obtained using an equilibriumlike additivity property. That is, mass fluc-

tuations even in these nonequilibrium systems can be characterized by an equilibriumlike

free energy function and chemical potential. We believe our work would help in formulating

a consistent thermodynamic theory of fluctuations for driven systems in general.
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